Universite

de Lille

THESE
présentée pour obtenir le grade de

DoOCTEUR DE L’UNIVERSITE DE LILLE

Ecole Doctorale MADIS-631

Spécialité : Mathématiques pures et appliquées

par

Duc Nam NGUYEN

Laboratoire
Paul Painlevé

ON FUNCTIONAL EQUATIONS OF p-ADIC L-FUNCTIONS FOR GLy

POUR GLs

SUR LES EQUATIONS FONCTIONNELLES DES FONCTIONS L p-ADIQUES

Soutenue publiquement le 07/10/2022 devant le jury composé de :

Kazim BUYUKBODUK Rapporteur
PIERRE COLMEZ Rapporteur
MLADEN DIMITROV Directeur de these
CHI-YUN Hsu Examinateur
DIDIER LESESVRE Examinateur
Loic MEREL Examinateur

University College Dublin
Sorbonne Université
Université de Lille
Université de Lille
Université de Lille

Université de Paris







On functional equations of p-adic L-functions for GLs

Duc Nam NGUYEN

2022






Acknowledgements

This thesis is completed under the supervision of Professor Mladen Dimitrov, I would like to express
my gratitude to him for suggesting me the subjects and references, for the knowledges that he taught
me, for his reading and correction of the manuscript. In addition to mathematics problems, he also helps
me with administrative works and I really appreciate it.

I am grateful to Pierre Colmez and Kazim Biiyiikkboduk for accepting to be the reviewers of this thesis.
I would like to thank Loic Merel, Didier Lesesvre and Chi-Yun Hsu for accepting to be the members of
my thesis committee.

I am thankful to Daniel Barrera, Adel Betina and Sheng-Chi Shih for helpful discussions in my first
period of time in PhD.

During four years in PhD, I was receiving a warm welcome and great working conditions of the
Laboratoire Paul Painlevé and I would like to express my thanks to all of its members, especially to my
colleagues in the office 318/320. Many thanks to Ivan Bartulovic and Justine Fasquel for helping me a
lot in my PhD life. I would like to also express my special thanks to administrative secretarys for their
enthusiastic helps.

Finally, I would like to express my gratitude to my family and Vietnamese friends that I met in
France. Their encouragements and suports helped me overcome difficulties during my study in France.



ii



On functional equations of p-adic L-functions for GLs

Abstract

For a regular non-critical p-refinement of a cohomological cuspidal automorphic representation of
GL2 over a totally real number field, we prove a functional equation of its attached p-adic L-function.
We obtain it from the interpolation formula between p-adic and complex L-functions and the functional
equation of L-functions. We use this functional equation to prove the trivial zero conjecture at the central
critical point.

On the other hand, we develop a theory of overconvergent modular symbols with values in p-adic dis-
tributions on P!(Q,) inspired by Stevens’s overconvergent modular symbols and the idea of Colmez with
the hope that one can obtain some functional equations of p-adic L-functions involving the transformation
z L on PHQ,).

Sur les équations fonctionnelles des fonctions L p-adiques pour

GL;

Résumé

Pour un p-raffinement non-critique et régulier d’une représentation automorphe cuspidale cohomologique
de GL; sur un corps de nombres totalement réel, nous prouvons une équation fonctionnelle de sa fonction
L p-adique attachée. Nous obtenons cela grace a la formule d’interpolation entre les fonctions L p-adiques
et complexes et I’équation fonctionnelle des fonctions L. Nous utilisons cette équation fonctionnelle pour
prouver la conjecture du zéro trivial au point critique central.

D’autre part, nous développons une théorie des symboles modulaires surconvergents a valeurs dans
des distributions p-adiques sur P'(Q,) inspirée par les symboles modulaires surconvergents de Stevens
et I'idée de Colmez dans 'espoir d’obtenir certaines équations fonctionnelles des fonctions L p-adiques
faisant intervenir la transformation z — 1 sur P'(Q,).
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Introduction

The theory of p-adic L-functions plays an important role in number theory. For a p-adic representation
V' of the absolute Galois group Gg such that V, = V|G@p is semi-stable and V' is critical in the sense of
Deligne, let D C Dg(V,) be a regular submodule in the sense of Perrin-Riou [PR]. Coates and Perrin-
Riou constructed a p-adic L-function L,(V, D, s) satisfying an interpolation formula related to special
values of complex L-functions attached to V' and a product of Euler factors.

For a p-refinement 7 of an algebraic cuspidal automorphic representations 7 of a reductive group
over a number field F', Iwasawa theory tries to relate the properties of the attached p-adic L-function
L, (7, s) to the arithmetic of the restriction of V;; to the p-adic cyclotomic extension of F', where V; is the
conjectured p-adic Galois representation of G attached to 7. In the pioneer works of Amice-Vélu, Vishik
and Mazur-Tate-Teitelbaum (see [AV], [Vis], [MTT]) they associated a p-adic L-function to normalized
eigenforms of non-critical slope. These p-adic L-functions satisfy an interpolation formula related to
special values of complex L-functions. The functional equation of p-adic L-functions is deduced from the

1 1) which corresponds to the

functional equation of L-functions involving the twist of the matrice (

transformation z — %1

For an elliptic curve E over Q, Mazur, Tate and Teitelbaum constructed in [MTT] a p-adic L-function
L,(E,s) having a trivial zero at s = 1 if E has split multiplicative reduction at p. Moreover, they stated
a p-adic analogue of the Birch-Swinnerton-Dyer conjecture relating the analytic properties of L,(E, s),
namely the order of vanishing at s = 1 and the Fourier coefficients, and the arithmetic properties of E
such as the rank of its rational points. After that, Stevens gave an another construction of p-adic L-
functions attached to modular forms of non-critical slope by using his theory of overconvergent modular
symbols (see [PS11]). The theory of overconvergent modular symbols was generalized by Ash-Stevens and
Urban to the theory of overconvergent cohomology in [ASO§| and [Urb]. Barrera-Dimitrov-Jorza applied
this idea in [BDJ] to construct p-adic L-functions for cuspidal automorphic representations of GLg over
a totally real number field having an arbitrary cohomological weight.

The goal of this thesis is to study functional equations of p-adic L-functions attached to modular forms
for both classical and Hilbert modular forms. A p-adic L-function is a p-adic distribution on certain p-adic
space which is an open compact subset of Qg for some d. This leads us to the study of p-adic distributions.
While the most popular p-adic distributions are those on Zj, or Z;', one of our contributions is the study of
p-adic distributions on P!(Q,) inspired by the idea of Colmez. Contrary to Z,, the space P!(Q,) admits
the transformation z — %1 occurring in the functional equation of L-functions, this also motivates the
study of p-adic distributions on P'(Q,).

Let L be a finite extension of Q, and k be an integer. We denote by Ay(P!, L) the space of L-
valued functions on P!(Q,) which are locally analytic on Q, and meromorphic at infinity with a pole
of order < k (see Definition . The space Dy (P!, L) of L-valued distributions on P'(Q,) is defined
as the continuous L-dual of Ax(P', L) and is endowed with a right weight k action of GLa(Q,) (see
). If kK >0, let V;(L) be the L-dual of the space ’P,I(L) of locally polynomial functions of degree
< k on P!(Q,) with coefficients in L. The natural inclusion P,I(L) — Ag (P!, L) induces the dual map
pr : Dp(PL, L) — V,I(L) which is equivariant for the action of GL2(Q)).

Stevens’s overconvergent modular symbols are elements of the space Symbry (Dx(Zy, L)) of modular
symbols on a congruence subgroup I'y C T'g(p) with values in the space Dy(Zp, L) of L-valued p-adic
distributions on Z,, (see for the definition of abstract modular symbols). Here Dy(Z,, L) is endowed
with a right weight &k action of a monoid Xo(p) in SL2(Z) containing the group I'o(p) (see §L.2.1)). It is
natural to consider modular symbols with values in Dy (P!, L).

The overconvergent modular symbols with values in D(Z,, L) or Dy (P!, L) are endowed with a right

action of the Hecke operator U, given by the double coset I'y ((1) 2) Ty, where ((1) 2) € Yo(p). The
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basic tool of Stevens’s construction is to establish a control theorem allowing to lift classical eigensymbols
of U,-small slope to overconvergent ones with values in Dy(Zj, L).
Consider the exact sequence

0 — D(Zp) < Dp(PY) 5 D(Z,) — 0, (1)

where the map ext is the extension map of distributions, the map res is the composition of the restric-
tion map of distributions from P*(Q,) to P1(Q,)\Z, followed by the isomorphism of distributions on
P'(Q,)\Z, and Z, induced by the transformation z p%- It turns out that the map ext is equiv-
ariant for the action of ¥o(p), so D(Z,) is endowed with an another action of ¥o(p) for which the map
res : Dy (P') — D(Z,) is Bo(p)-equivariant. The exact sequence (|1]) induces the exact sequence of modular

symbols:
0 — Symbr, (Dy(Z,)) =¥ Symby, (D (PY)) ™S Symby, (Di(Z,)),

where the map ext is Uj,-equivariant. Then we can equip Symbr (Dx(Zy)) a right operator V), for which
the map res : Symbp, (Dx(P')) — Symbr, (Dk(Zy)) is equivariant for the action of U, on the left space

and V,, on the right space. It turns out that V), is induced by the double coset I'y <2(9) 2) I'g. Although
0 1 0 1
For a rational number h € Q we use the superscript < h (resp. V, < h) to denote the subspace
of modular symbols of U, (resp. Vj)-slope < h, which is the subspace where every eigenvalue of the
corresponding operator has p-adic valuation < h (see Definition . We define similarly if < is
replaced by <. The overconvergent modular symbols with values in Dy (Z,, L) and Dy (P*, L) are related
by the following theorem:

Theorem 0.0.1 (Corollary [3.3.10). For k € Z\{0}, there is an exact sequence of modular symbols:

<p 0> ¢ Yo(p), the action of <p 0) on Dy(Z,) is defined almost the same as that of X(p) (see .

0 — Symby, (Dy(Zy, L)) — Symby (Dy(P', L)) — Symby (Dy(Zy, L)) — 0

which is equivariant for the Up-action on the first two spaces and the Vy-action on the last space. The
restriction on the < h-slope subspace is also exact:

0 = Symbr, (Di(Zy, L))=" — Symby, (Dy(P', L))=" = Symbr, (Dy(Zy, L))"7=" — 0,

and similar if < h is replaced by < h.
If k =0, the last space 0 in the above exact sequences is replaced by L.

We construct subspaces of Symbp, (Dy(P', L)) which are finite dimensional and U,-stable.

Let D(00,1) = {z € P}(Q,),v,(2) < —1}, where v, is the usual p-adic valuation. Let Dy (D(oc0,1),L) C
Dy (P!, L) be the subspace of distributions supported in D(oo, 1), endowed with the induced weight &
action of matrices. There is also an operator V,, acting on Symbp (Dy(D(o0,1), L)) defined as above.

For h,h' € Q, denote by Symby. (Dy(P', L))(V»=") the subspace of Symby, (D (P, L)) consisting of
modular symbols @ such that the restriction ®|p(sc,1) € Symbp (Dr(D(00,1), L)) has V,-slope < h’, and
putting

Symbr, (Dg(P', L))7» <" (> <M) — Symby. (Dy(P', L))U»<" 1 Symby, (Dy(P*, L)) »="").
Here is the main theorem of the first part about overconvergent modular symbols:

Main Theorem 0.0.2 (Theorem. Fork € Z and h,h' € Q such that k+1—h < I/, the subspace
Symby, (D (P1))Vr=(Vo<h) of Symby. (Dy(P')) is finite dimensional and U,-stable, and similar if < is
replaced by <.

Moreover, if k € N* and 0 < h < k + 1, there is an exact sequence:

0 — Symbr, (D (Zy, L))=" — Symbyp, (Dy (P, L))Vr=h-(Ve=t) _y Symbr (Dy(Z,, L))FH1m=Unsh g,

while if k = 0 the last space 0 is replaced by L.
In particular, there is an exact sequence:

0 — Symbr, (Dy(Zy, L)< — Symby, (Dy (P, L))Vr<krL0<kD s Qymb (Dy(Z,, L)< — 0

for any k € N* and if k = 0 the last space 0 is replaced by L.



CONTENTS 3

Meanwhile try to improve the interpolation approach, we plan to pursue this result to construct and
prove functional equations of p-adic L-functions in future works. The exact sequence in the above theorem
can be seen as an analogue of Stevens’s control theorem for P(Q,).

The second part of the thesis is devoted to prove the functional equation of p-adic L-functions by using
the interpolation formula and prove the trivial zero conjecture at central critical points as an application.

Let F' be a totally real number field of different 0. For each fractional ideal § of F', we choose an
element o; in the ring of finite adeles of F' such that w,; = @, - w; for any finite place v, where @, is
a uniformizer of the ring of integers O, of F,. For each finite place v of F' dividing a prime number [,
denote by ¢, the residue degree of v and ¢, the valuation at v of the different 0, and consider the additive
character 1, : F, — C* given by the composition of the trace map from F, to Q; and the character
o0 : Q — C* given by the value of exp(27i-) at the I-non integer part of Q.

Let Galpoe be the Galois group of the maximal abelian extension of F' which is unramified outside
p and co. Denote by Galgy. the Galois group of the cyclotomic Z,-extension Feye C F(pupe) of F. Let
wp be the Teichmiiller lift of the cyclotomic character xcyc : Galpoo — Gal(F(pupe<)/F) — Z,5. Then the
character (-), = Xeyew, ' : Galpoo — 1 + 2pZ;, factors through Galeyc.

Let 7 be a cuspidal automorphic representation of GLy over F' of tame conductor n and cohomological
weight (k,w) := (W,wﬁ) s € (Z*)* with ¥ = Hom(F,C), where k, > 2 and k, = w =

g

0 (mod 2) for any o € ¥. We assume further that
7 has central character w, = w?| - [%, and , is not supercuspidal for all v|p, (2)

where w is a finite order character of Galyoo.

We choose a regular p-refinement 7@ = (7, {v, },p) of 7, i.e., choosing a character v, of F* which
appears as a one dimensional sub of the Weil-Deligne representation attached to m, via the local Lang-
lands correspondence for GLo(F;, ), for each place v of F' above p. Assume that 7 is non-critical in the
sense of Definition then by [BDJ] (4.2)] we can attach a p-adic L-function L£,(7,-) which is a
distribution on Gal,.. This p-adic L-function is the specialization of a multi-variable p-adic L-function
L, € D(Galyoo, O(X(7))), where X (7) is a family of non-critical p-refinements of cohomological cuspidal
automorphic representations indexed by a neighborhood of (k, w) in the weight space (see the paragraph

after Theorem [5.1.12)).

Let St, denote the set of places v above p such that 7, is a special representation. We put

1—w 1—w

~ —1 —1

Ereuw—1 26(7T®w ,T) H E(?TU ®WU 7T,7/1U) S {:l:l}
vEStp,uvw;lunramiﬁed

We are ready to state our main theorem of the second part about the functional equation of p-adic L-

functions attached to automorphic representations of GLg, which is a generalization of [BD.J, Theorem

6.4].

Main Theorem 0.0.3 (Theorem [5.3.5)). Suppose 7 satisfies . Then the sign €., gw—-1 of Tx is indepen-
dent of the cohomological weight X € X (7). For any X\ € X(7), any continuous character f : Galeye — L™
and any finite order character x : Galpeo — L™, one has

LM x - f) = Ergur - Owwy 2 ) (=) () 2L, (A w ™ x e (- £) ().

We give an application of the above formula to the trivial zero conjecture. The cyclotomic p-adic
L-function attached to 7 is defined as

L,(7,s) = Ep(ﬁ7w_1wzjw/2<~>;_l), where s € Oc,.

Let E be the set of places v € St,, such that vyw, * is unramified and ¢ (7, ® w, ', 5%, ) = —1.
Theorem 0.0.4 (Theorem [6.0.1)). Suppose 7 satisfies . The p-adic L-function L,(7,s) has order of

vanishing at least e = |E| at =5 and

(e) (~ 2—w o — —w
LY (7,25) =£(n®w—1)w(w°>L(ﬂ®“ 1,:7

! w/2 /. coWp,
€ NFjQ(zD)Q;:

qfw/2 2 w»cva;1+5v
X I1 (1—(1)> I « 2 (vowy ) (@) T (rewy s ),

Vowy - ) (@

) . 2|{v€Stp \E, vyw; ! is unramified}| >

—1 . .
v|p,my®w, - is unramified
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P

where L(m @ w™1) is the Fontaine-Mazur L-invariant (see [BD.J, Definition 5.3]), Qi is the Betti- Whittaker
period defined in [BDJ, Definition 1.14], wp o is the sign character on (F ®g R)*, the symbol €yt
denotes the conductor of v,wy, ' and T(vyw, L, 10,) is the Gauss sum of v,w, 1 with respect to 1.

This result is a generalization of [BDJ, Theorem 7.1].

The thesis is structured as follows. In the first chapter we recall the definition and basic properties
of p-adic distributions on open compact subsets of Qg, especially p-adic distributions on Z, and Z,'. In
Chapter [2| we study p-adic distributions on P'(Q,). Chapter [3|is devoted to overconvergent modular
symbols with values in distributions on Z, or P!(Q,), and the proof of Theorems In Chapter
we review p-adic L-functions attached to modular forms and the well-known functional equation of
those functions (see Proposition . In Chapter |5| we prove our Main Theorem about functional
equation of p-adic L-functions attached to automorphic representations of GLo. Finally, Chapter [f] is
devoted to prove Theorem [0.0.4] about the trivial zero conjecture at central critical points.

Notations

In this thesis, let p be a prime number. Let Q, denote the algebraic closure of the field Q,, of p-adic
rational numbers, and C,, denotes the completion of Q,, for p-adic norm. Let v, : C, — Q U {+oc0} be
the normalized p-adic valuation such that v,(p) = 1, and denote by || , the corresponding p-adic norm
on C,, defined by ||, = p~>r).

We fix an embedding ¢, : Q — Q,. Let L denote a finite extension of Q,,.

For a € Q, or C, and r € |C|,, denote by D(a,r) (resp. B(a,r)) the closed (resp. open) disc of
center a and radius r.



Chapter 1

p-adic distributions on open compact
subsets of Qg

We consider p-adic distributions in the first two chapters which are the central object of this thesis.
In this chapter, we study p-adic distributions on p-adic spaces which are open compact subsets of Qg for
some d € N*. We start by defining the general notion of distributions on an open compact subset of Qg in
Section In Section we investigate distributions on Z, which are motivation for our consideration
of those on P'(Q,) in Chapter

1.1 Generalities

Throughout this section, let X be an open compact subset of Qg for d € N*. Roughly speaking, a
p-adic distribution on X is the continuous dual of the space of locally analytic functions on X.

For a finite extension L of Q,, let A(X, L) denote the space of locally analytic functions on X with
values in L. If the role of L is less important, we will omit it from notations, e.g., we write simply A(X)
for A(X,L). The set A(X) is naturally an L-vector space.

For each r € |C)|, = p@, putting

DIX,rj={z¢€ (Cg,ﬂa € X such that [z —al, <},

where the norm |-, on Q¢ is the maximal of the norms of components. Then D[X,r] is the union in C¢
of closed polydiscs of radius  and center in X. Denote by A(X)[r] the space of functions f € A(X) such

that for every a € X, the function f can be extended to a power series

> aila)(z1 — a1)" .. (za — ag)™ (1.1)

i€END

converging on the closed polydisc D(a,r)(Cp,) = {z € Cf,|z —al, <r}tin C¢, where a;(a) € L. In
other words, f € A(X)[r] if f can be extended to an analytic function on D[X,r]. In particular, if
f € A(X)][r], then f is analytic on every closed polydisc of radius r in X. We say that f is r-analytic on
X if f € A(X)[r].

Since X is compact, D[X,r] is covered by finitely many closed polydiscs of radius r and center in X.
We define the supremum norm || - ||, on A(X)[r] by

[fllr = sup |f(2)],- (1.2)

z€D[X,r]
If f has expansion (|1.1)) on each closed polydisc D(a,r)(C,) with a € X, then it is well-known that

Ifllr = sup |ag(a)],rit+e. (1.3)
a€X,ieNd

The space A(X)[r] endowed with this norm is an L-Banach algebra.
We denote by D(X)[r| the continuous L-dual of A(X)[r|, endowed with the dual norm which we also
denote by ||-||,.. Then D(X)[r] has the structure of Banach L-vector space.
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If f € A(X)[r1] and r1 > 72 in [Cf[,, since f is analytic on D[X, 7], its restriction on D[X,rs] is also
analytic, so f € A(X)[re]. We get a natural map A(X)[r1] — A(X)[r2]. This map is clearly continuous,
injective and norm-decreasing, hence it induces the continuous dual map D(X)[rs] — D(X)[r1] which is
also norm-decreasing.

Lemma 1.1.1. For an open compact subset X of Qg and for any r1 > ro in |C; |p, the inclusion map
A(X)[r1] = A(X)[re] has dense image, so the dual map D(X)[rs] — D(X)[r1] is injective.

Proof. Since X is open compact in Qg, we can write X as a disjoint union of finitely many closed polydiscs
X; of radius r; in Qg. A function in A(X)[r1] is then determined uniquely by its restrictions on these
polydiscs X;. So the Banach space A(X)[r1] is homeomorphic to the product of A(X;)[r1]’s. Hence we
can assume that X is a closed polydisc of radius r; in Qg. By affine transformations, every bounded
closed polydisc in Qg is homeomorphic to ZZ, which is the unit closed polydisc. Therefore, we can assume
that ry =1 and X = Zg.

Since A(Zg)[l] contains all polynomials, it suffices to show that the set of polynomials in d variables is
dense in A(ZZ)[rs]. Let f € A(Z%)[rs]. Regarding f as a function on D[ZZ, 73] = D|[Z,, 5]* and writing

f@ = > (Ip@menfd@) = Y. Iy (21) - Ip@ar)c,) (2d) fa(21, -, 2a),

a=(a1,...,aq) a=(a1,...,aq)

where a runs through a finite set of representatives of Zg for which the discs D(a,r3) cover Zg, and f, is
the restriction of f on D(a,r2)(C,). Then by , f is the limit in A(Zg)[m] of a sequence of functions
which are finite sums of the products of d locally polynomials on Z, which are rp-analytic. The space
of polynomials in one variable is dense in A(Z,)[r2] for all rp € |C)|, = p@ (if 72 € p™N, a result of
Amice (see the proof in [Colml, Théoreme 1.4.7]) says that the binomial functions z — (Z),n € N form
an orthogonal basis of A(Zy)[rz]). Therefore, f is the limit in A(Z$)[rs] of a sequence of polynomials in
d variables. The injectivity of the dual map D(X)[rs] — D(X)[r1] is clear. O

Lemma 1.1.2. For an open compact subset X of Q%, the inclusion map A(X)[r1] — A(X)[ro] is compact
for any ry >y in |C)|,. The dual map D(X)[rs] — D(X)[r1] is also compact.

Proof. We can assume that d = 1. The compactness of the map on functions follows from [Bel, Lemma
V.1.20]. The compactness of the map on distributions is implied from Schauder’s lemma (see [Schnl
Lemma 16.4]). O

Since X is compact, the space A(X) is the increasing union of the Banach spaces A(X)[r] when r
decreases to 0, we then equip A(X) the locally convex final topology (see [Schnl, §5E ]). This is the finest
locally convex topology for which all the inclusion maps A(X)[r] — A(X) are continuous.

Definition 1.1.3. Let D(X) denote the continuous L-dual of A(X). We call it the space of p-adic
distributions on X with values in L. The value of a distribution p € D(X) at a function f € A(X) is

also written by [ f(z)u(z) or [ f(2)du(z).

If Y C X is an open compact subset and if p is a distribution on X, we denote by py the restriction
of ponY,ie., uy is the distribution on Y given by

/ FEy (2) = / 1y (2) f(2)(2)
Y X

for f € A(Y), where 1y is the characteristic function of Y.
The inclusion maps A(X)[r] — A(X) induce the dual maps from D(X) to D(X)[r], so D(X) is
endowed with a family of norms {||-||,.} for r € |C/{],.

Proposition 1.1.4. The family of norms {||-||,} makes D(X) into a Fréchet space. Moreover, D(X) is
canonically isomorphic (as topological vector spaces) to the projective limit of D(X)[r]’s endowed with its
locally conver inductive limit topology. The natural maps D(X) — D(X)[re] — D(X)[r1] are injective
for any ri > ry in |C)f|,.

Proof. The first two statements are direct applications of the conclusions ii., iii. in [Schn, Prop. 16.10].
The assumptions of that proposition are satisfied since A(X) is an increasing union of A(X)[r]’s when
r decreases to 0, and the inclusion maps A(X)[r1] — A(X)[re] for 1 > ry are all compact by Lemma

1.2
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The natural map D(X)[re] — D(X)[r1] for r1 > rq is injective by Lemma Since D(X) is the
projective limit of D(X)[r]’s for r € |C{|, and the transition maps are injective, the map D(X) — D(X)[r]
is injective for any 7. O

Definition 1.1.5. For u > 0, a distribution p € D(X) is said to be u-admissible (or u-tempered) or of
order (of growth) < w if there exists a constant C' > 0 such that ||p||, < Cr=" as r — 0". Equivalently,
 has order < w if there is C > 0 such that for any r € |C)|, with v <1 and any f € A(X)[r], we have

(N, < Cr= (1]l (1.4)

A distribution of order < 0 is called a measure. The set of u-admissible distributions on X is denoted by
D(X)<wy-

Lemma 1.1.6. A distribution p € D(X) has order < w if and only if there exists C > 0 such that p
satisfies (1.4) for any r € p™ and any f € A(X)[r].

Proof. Suppose p satisfies 1.) for any r € p~N. Consider r € |Cp|p with < 1. Take n € N such that
p <y <p T If f € AX)[r], then f € A(X)[p~""}], so

()l < CP" V| fllpn-s < OV f) < Cptr ™| £

(the first inequality follows from (1.4)). Therefore, ||ull, < Cp“r~* for any r < 1, so p has order < u. [

1.2 p-adic distributions on Z,

In this section we turn our attention to distributions on Z, which is an open compact subset of Q.
We introduce an action of the monoid ¥¢(p) on distributions in Subsection In Subsection we
discuss admissible distributions and prove an useful lemma on a criterion for the vanishing of admissible
distributions on Z; which will be used in the proof of the functional equation of p-adic L-functions
attached to automorphlc representations in Chapter I see Lemma . The rest of the section is
devoted to the Amice-Vélu and Mellin transforms of distributions on Z

In this section let k£ be an integer .

1.2.1 Actions of Xy(p)
We set

b
Eo(p)={v=<z d>eM2( o) pta,p|ecad— bc;é()}
. a b
For a matrix v = e d € GL2(Qp), we put

v* =det(y) -y~ (

Define the right weight k action of X§(p) = {v*,v € Zo(p)} on A(Z,) by

dz—b
fiore(2) = (@ — c2)* (a—cz) (1.5)
where v = <CCL Z) € Yo(p) and f € A(Zy). Note that a — cz € Z, since p|c and p }a.
Then ¥y (p) acts on A(Zy) on the left and on D(Z,) on the right, given by
dz—b
. = * = — k .
Vo f = i = (a= ) F (=), (1.6)
- - - _ k dZ — b
D) = 80w ) = wlfir) = n((a = e2)* F(5=2)). (1.7)

where p € D(Zy), f € A(Zy),y = “ Z) € ¥o(p). We denote Ay(Z,) (resp. Dy(Zy)) the space A(Zp)

(resp. D(Z,)) endowed with the above weight &k action of Xy (p).
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For k € N, let Py denote the space of polynomials of degree < k in one variable with coefficients in
L, and denote by V, its L-dual. Since Py is embedded in Ay(Z,) which is stable by the action of
Yo(p), the natural map Dy (Z,) — Vi given by the restriction of distributions to Py is Xo(p)-equivariant,
where V,, is endowed with action . Note that the action of Xy(p) on Pi and Vi can be extended to
an action of GL2(Q)).

Proposition 1.2.1 ([Bel, Prop. and Def. V.4.3]). The formula defines a continuous weight k
action of Yo(p) on A(Zy)[r] for any r € |C)|,. If p" divides exactly det~y and p"r < p, then for any
f € A(Zp)[r], the function vy i f belongs to A(Zy)[p"r]. Moreover, ||y -k fll,n, = |f|l,- In particular, if
dety =1 and r < p, then v acts by isometry on A(Zy)[r]. We denote by Ak(Zy)[r] the space A(Zp)[r]
endowed with this weight k action of ¥o(p).

Corollary 1.2.2 ([Bel, Proposition V.4.5]). The formula (1.7) defines a continuous weight k action of
Yo(p) on D(Zy)[r] for any r € |Cx|,. Assume r < p. Let p € D(Zy)[r], v € Zo(p) such that p"|det .
Then py,~ € D(Zy)[r/p"]. If p" divides exactly det-y, then moreover HM\WHT/pn = ||g|l,.. In particular,

if dety = 1, then v acts by isometry on D(Z,)[r]. We denote by Dy(Zy)[r] the space D(Z,)[r] endowed
with this weight k action of o (p).

Remark 1.2.3. For 71 > ry in |C)[,, the inclusion maps A(Zy)[r1] — A(Zy)[ra] — A(Z,) and its duals
D(Zp) = D(Zp)[r2) = D(Zy)[r1] are Lo(p)-equivariant.

1.2.2 Admissible distributions

We now investigate more deeply admissible distributions on Z,. Let v > 0 and given a distribution
p € D(Z,) of order < u (see Definition |1.1.5). For any a € Z,,n,j € N, in (1.4) if we take f to be the
function L144pnz, - (2 — a)? which belongs to A(Z,)[p~"], then there exists C' > 0 such that

|1(Latpnz, - (z = a))|, < Cp"“ ).

Conversely, if there is C' > 0 such that p satisfies this inequality for any a € Z,,n,j € N, then p has
order < u.

The following result says that an admissible distribution on Z, is uniquely determined by its values
on locally polynomial functions of bounded degree (the bound depends only on the order of distribution).

Theorem 1.2.4 (Vishik, Amice-Vélu). Let L be a finite extension of Q, and u > 0.

i) Let p € D(Zyp) be a distribution of order < u with values in L and N be an integer greater or equal
to the integral part of w. Then b is uniquely determined by the linear forms for a € Z, and n € N:

Z‘u,a-‘rp"Zp . PN(L) —

L
P »/a+p"Zp P(z)du(z).

Here Pn(L) is the space of polynomials of degree less than N with coefficients in L.

ii) Conversely, suppose we are given, for every disc a+p"Zy, in Zy, a linear form iqypnz, : Pn(L) — L
satisfying the additivity relation (for all a € Zy,n € N):

p—1
i(l+p"Zp = Z Z‘a+p’ni+pn+12p’
i=0
and suppose there exist constants C > 0 and u > 0 such that for every a € Zyp, j,n € N with j < N:

‘ia+p”2p ((Z _ a)j) ’p < Cpn(u—j)_

Then there exists a unique distribution p on Zy, of order < w such that iy qyprz, = tayprz,, and
for any n € N one has

[ellp-n < Cp™.

Proof. See [Bell, Theorem V.2.13]. O
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We now prove an useful lemma about a criterion for the vanishing of admissible distributions on Z;,
this is a generalization of [Vis, Lemma 2.10] (compare with the part i) of the above theorem).

Lemma 1.2.5. Let u > 0, let pu be a distribution of order < u on Z) such that u(xz?) = 0 for any
integer 0 < j < u and for all but finitely many Dirichlet characters x : Z,; — C;. Then p = 0.

Proof. Denote k = [u] the integer part of u. Suppose that u(xz’) = 0 for 0 < j < k and for all characters
x of conductor > p™*! for some ng € N. Then for any 0 < j < k and any n > ng, we have

Yoooub) = ) wl) = D wkd@) = >, pxd), (1.8)
X€E(Z/p"Z)Y cond(x)<p™ cond(x)<p™0 XE(Z/p™oZ)V

where (Z/p"Z)" is the set of characters on (Z/p"Z)* with values in C}, and similar for (Z/p™Z)".
On the other hand,

> u(xzj)=u( > xzj) ZM(( > x)zj)
X€(Z/pm2)Y X€(Z/p™2)Y X€(Z/p™2)Y
=p (" = Dligprz, - 27)
since > x(2) =0if z # 1(modp™) and > x(1) = |(z/p"z)*| = p"~'(p —1). So for any

X€E(Z/pmZ)Y X€E(Z/p" L)Y
n > ng we obtain

nfl(

P = D (Ligprz, - 27) =™ 70 = Vg (Liaproz, - 27)

hence p (]l]_+pnzp - zj) =phoTy (]11+pnozp . zj) for any n > nyg.
For each a € Z), since p (x (2) 27) = x(a)"'p(xz7) = 0 if cond(x) > p", we replace x by x (£) in

[1.8) to get

0

H (]]-a+p"Zp ’ Zj) =P 7nu’ (]]'LH‘PnOZp ’ Zj) (19)

for any n > ng and 0 < 5 < k.
Since p has order < u, there exists a constant C' > 0 such that for any a € Z; and n,j € N:

|.U(]la+p"Zp ) (Z - a)j)|p < Opn(U7j)~
Take 7 = k, we have
(Lt oz, - (2 — a)F)], < Cp .

Moreover, for any a € Z; and n > ng, we have

I (]la+p”'Zp (2 - a)k) = M(]la-i-p"Zp zk: (j) (_a)k_jzj)
=0

k
k —J,Mo—N j
= E <j) (7a)k Ipro=ny, (]1a+pnozp .ZJ) (by "
J=0

=p" " (]laer"DZp (2 - a)k) :

So |p(Lasproz, - (2 — a)k)], < Cpmotn=F=1 for any a € Z, and n > ng. Since u —k — 1 < 0, we imply
that p (]la+pnozp (z— a)k) = 0 for any a € Z,. Replace a by a + p"°b for b € Z, with the note that
a~+p"b+ p"°Zy, = a+ p"°Z,, we obtain

p (Latproz, - (2 —a—p"b)*) =0.

Therefore,

0= M(]laﬂunozp zk: (?) (—p™b)? (z — a)k—j>
§=0

k
jgo <j> (=p"Y i (Lagproz, - (2 —a)*7) - &
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k ) ) )
for any b € Z,. Since the polynomial (’;) (=p™) 1t (Lagproz, - (z — a)*~7) XJ has infinitely many zeros
7=0
X € Zp, it must be zero. We imply that

pt (Layproz, - (2 —a)’) =0
for any a € Z) and 0 < j <k, so p (]laernozp ~zj) =0 for any a € Z,; and 0 < j < k since 29 is a linear
combination of (z — a)® for 0 < i < j. By (1.9), we obtain
1% (]la+p"Zp . Z‘]) =0

for any a € Z,,n > ng and 0 < j < k, hence for any n € N since every characteristic function 144 pnz,
for 0 < n < nyg is the sum of characteristic functions of smaller discs b + p™Z, for m > ng. Therefore,
w vanishes on the space of locally polynomial functions of degree < k on Z,;. Since u has order < u, we
conclude that ;1 = 0 by Theorem ) O

1.2.3 Amice transform

Given p € D(Z,), we associate its Amice transform A, (7') which is a formal power series defined by

A= (f P (2)ano)) 1 = [ 0+ 1y0uce)

n=0 P

We now describe explicitly the set of Amice transforms of all elements in D(Zj,).
Denote by R the L-algebra of formal power series with coefficients in L which converge on the open
unit disc of C,,.

Proposition 1.2.6. The map p— A, (T) is an isomorphism of L-vector spaces D(Z,) and R.

Proof. Given p € D(Z,), we prove A, (T) € R.
Let Ty € Cp, such that [To|, < 1, then v,(Tp) > 0. Take h € N such that v,(Tp) >
h

For

1
ph(p—1)"

n € N, the binomial function z — (?) has p~"-norm Hp’—}l]!ul by [Colml Théoréme 1.4.7], where []

z
denotes the integer part. In the view of u as a distribution in D(Z,)[p~"], there exists C' > 0 such that
l(F)lp < C|If|l,-» for any f € A(Zy)[p~"]. Therefore,

[ G)wel =1 (C)], =<lC)

. N e (F3)) W a . : ol
Since vy ([5]!) = — < gy With Sp([7]) is the sum of digits of expansion of [J5] in the

‘ /Z p (2) du(z)

So |(pr (fb)du(z))Tﬂp < Cprie Toly = C’pn(ph<zl)*1>7””(T°)) — 0, hence A, (T) converges at Tp.

n—-4o0o
We conclude that A,(T) € R.
For each h € N the binomial functions (?) with n € N form an orthogonal basis of A(Z,)[p~"] by
ibid., so p is determined by its values at these functions. Hence the map p — A, (T') is injective.

! — vap([ﬁ]!).

-
=C||—]!
p=" “ph} P

base p, we obtain

< Cpp“(pyfl) .
p

+oo
Conversely, given an element A(T) = 3 a,T™ € R, we prove that the linear form p4 on A(Z,)
n=0

given by pa ((2)) = an for each n € N is a distribution, i.e., 4 is continuous on A(Z,). Since A(Z,)
has the locally convex final topology induced by the inclusion maps A(Z,)[r] — A(Z,) for r € |C)|,, it

n

suffices to show that 4 is continuous on A(Z,)[p~"] for any h € N. Since the set of functions [17]!(2)

for n € N is an orthonormal basis of A(Z,)[p~"] by ibid., we need to show the existence of a constant
C > 0 (depends on h) such that

jua (152 (2)) | = 15 s <
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for all n € N. This is equivalent to

lanl, < C| []%]!];1 —Ccp T (1.10)

“+oo
Since the formal power series ) a,T™ converges in the open unit disc of Cp, for any r € |C)[, with

r <1, we have |an|p ™ — 0 ;S(;’L — 400, 80 |ay|, = o(r~") for any r < 1. Take r € |C|, such that
l<rt< p2 e , we imply the existence of a constant C' satisfying (|1 . O
We now find the set of Amice transforms of admissible distributions on Z,. For u > 0, denote by
R<u C R the subset consisting of formal power series Jrf:zanT" such that |a,|, = O(n").
n=

Proposition 1.2.7. A distribution p € D(Z,) is of order < u if and only if its Amice transform belongs
to Rgu-

Proof. Let p € D(Z,). By Lemma and [Colml Théoreme 1.4.7], 1 has order < w if and only if there
exists C' > 0 such that for any n,h € N:

n(50(2))], = e (111)

Suppose p has order < u. Then there is C' > 0 such that
(1= Sp (D) N
‘M : ‘ < C|[ ] tph = op™ T ph < Cpren T
n p . phtlp N

for any n,h € N. Take h = Hﬁi"] we imply that | ((7)) |p = O(n"). Therefore, A,(T) € R<y.

P
Conversely, suppose A, (T') € R<,. Take C; > 0 such that |[L ((fL)) | < Cin" for all n € N. The real

function x € R* + g(z) = =D +uigiz attains its minimum at x = 22(;@?) with the value ullziz +Cs
for Cy = 57 + peplloglog p —log(2u(p — 1))]. For n,h € N, we have
[T 1=Sp (D B —1-5p([3-])
n z n _pr’ " pt et  p7
(LR ()| < Al e = o e < 00 e
p n P pte P
SpD— =2 .
=C4 -pﬁ ~p7‘2ph(p—1) ) 1 = .pullozp
Sp([3-1)— 2 .
=C, .pﬁ .p# puh 9(p")tuiss
Sp(31)— 2

(the last inequality comes from the fact g(p") > ull((;iz + Cs for any h € N). Since Sp(a) — § < B 1 for

any a € N, we get |u ([p%]'(i)) |p < Cp"* with C = C -pﬁ+%_cz, for any n,h € N. Since u satlsﬁes

(1.11)), it has order < u. O

1.2.4 Mellin transform

We now study the Z-part (i.e. the restriction to Z,) of distributions on Z,. Since Z,; is compact and
abelian, any locally analytic function on Z,; is an infinite linear combination of characters Z; — CJ, so
the restriction to Z, of a distribution on Z, is uniquely determined by its values on the set of characters
7x — Cx.

P P

Definition 1.2.8. The (p-adic) weight space W is the rigid analytic space Homeont(Z,; , Gm) of continuous
group homomorphisms from Z; to the multiplicative group G,. If A is a Banach algebra over Q,, the
set of A-points of W is given by

W(A) = Homeons (Z,;, A™).
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We describe the rigid analytic structure of W by considering its C,-points. Let q = p if p # 2 and
q =4 if p = 2. There is a canonical isomorphism

Zy =(Z/aZ)* x (1+ dZp)
2= (w(2),(2)p),

where w(z) is the Teichmiiller lift of z mod p, that is the unique element in Z, congruent to z modulo p
such that w(2)?@ =1, and (z), = z/w(2).

From this isomorphism, every continuous character x : Z; — (C; is given by a character y; :
(Z/qZ)* — C) and a continuous character xz : 1 + qZ, — C. There are finitely many choices of x;.
We consider x2. The multiplicative group 1 + qZ, is isomorphic to the additive group Z, by the p-adic
logarithm map log,, so 1 + qZ, is procyclic with a generator 7. Hence x2 is determined uniquely by
its image at 7. Since s is continuous and 7*" — 1 as n — +oo, it follows that xg(v)pn — 1 and this
condition is equivalent to |x2(y) — 1|, < 1 (see [Schii Theorem 32.2]). So x2 corresponds to an element
in the open disc B(1,1)(C,). Therefore, W(C,) is the finite disjoint union of components indexed by
characters (Z/qZ)* — C), each of them is homeomorphic to B(1,1)(C,). This identification depends
on the choice of uniformizer v € 1 4 qZ,,.

Lemma 1.2.9 ([Bel, Theorem V.3.4]). Any continuous character Z, — C) is locally analytic as a
function on Z, .

We can see each p-adic distribution on Z; as a function on W.

Definition 1.2.10. If p € D(Z,) with values in L, we call its p-adic Mellin transform the function M,
on W(L) given by: if x € W(L) = Homeont(Z,5, L), putting

M0 = [ 3@y o)
z;
We say that a distribution p € D(Z,) has support in Zy it p= s i.e. ppz, = 0. The following
result says that the map p — M, gives a characterization of distributions on Z, supported in Z .

Proposition 1.2.11 (Vishik, Amice-Vélu). The p-adic Mellin transform gives a homeomorphism of
Fréchet spaces between the space of L-valued distributions on Z;, with support in Z, and the space R’ of
L-analytic functions on the weight space W(L).

Proof. This is Proposition 11.2.2 in [AV], we explain here why Mellin transforms are analytic functions
on the weight space. Let u € D(Z,) with support in Z. In the view of the rigid analytic structure of
W, consider an arbitrary component B(1,1)(L) of W(L) indexed by a character « : (Z/qZ)* — L*, for
each element = belonging to this component, denote by x, the unique character 1+ qZ, — L* given by
Xz(7) = x, where v is a fixed generator of 1+ qZ,. Consider the function € B(1,1)(L) — M,(z) =
fZ; (“Xz)(z)dlﬂzg (2). For every R € |C)|, such that R < 1, we show that M, (x) is analytic on the
closed disc D(1,R) C L.

Lemma 1.2.12. The expression exp,(log,(x)log,(2)/log, (7)) defines an analytic function in two vari-
ables v € L™,z € ) such that |z —1[, < 1,[z—1]|, < 1, log,(2)log,(2)[, < p~*/®~Vlog,(7)|,. Moreover,

for x fized in L satisfying |z — 1|, < 1, we get an analytic function in z which equals X, for z € 7
sufficiently close to 1.

Proof. See the proof of [Bel, Theorem V.3.4]. O

From this lemma, we deduce that the function (kx,)(z) is analytic on x € D(1,R) C L and on z
belonging to closed discs of radius p~™ in Z) for m € N big enough depending only on R (note that

[log, (2)|p = |z — 1], if [z — 1], < pp%ll by [Bel, (V.3.2)]). We have

p"—1 p"—1
/ () ()= 3 / e, B () = 5 @) / o, Xl )

For each 1 < a < p™ — 1 with (a,p) = 1, since the function (z, z) — x.(z) is analyticon x € D(1,R) C L

+oo
and on z € a + p™Z, C Z), writing the restriction of x,(z) on a +p™Z, by > ay«(z)(x — 1)" where

n=0
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n,a(2) is analytic on a+p™Z, (seen as a function in A(Z, ) [p~™] by extending by zero outside a+p™Z,)
such that ||ay q[,-m R™ — 0 when n — 400 for any a. Then

-1 +oo foo
M,(z) = Z [/{(a) Z (/ an,a(z)du‘zg (z)) (x — 1)"} = Z bp(z—1)"
a=1 n=0 a+p™Zyp n=0
m_q
for x € D(1, R), where b, = > k(a) fa—‘,—me na(2)dpyzx (2). 1t follows that
a=1 P P

[brlp - R™ < ||pllp-m - max {|janqalp-m : 1 <a<p™ =1} R" — 0 when n — 400,
so the Mellin transform M, of yu is analytic on D(1, R). Moreover,

IMu(@) 001 1 = 559 by - B < il - 510 (o ally-n B+ 1< <3 ~1m € N}

= O([|pllp-)
for any distribution u, where R € |C|, with R < 1 is arbitrary and m € N big enough depending on R.
Hence the map p — M), is continuous between Fréchet spaces. O

We describe the Mellin transform of admissible distributions. Let u > 0 serving as the order of growth.

+oo

Definition 1.2.13. An analytic function f(x) = > an(x—1)" on B(1,1) has order < u if|a,|, = O(n™).

=
A function on the weight space W has order < w if its restrictions to components of W isomorphic to
B(1,1) have order < u.

If w € N, then an analytic function f on B(1,1) has order < w if and only if sup |[f(z)|, =
lz—1|p<R

O( sup |[log,(7)"],) as R — 17. The following result is the content of Proposition I1.2.4 in [AV], see
lz—1|, <R

[Vis, Theorem 2.3] for the proof of one direction.

Proposition 1.2.14 (Vishik, Amice-Vélu). A distribution p on Z,' has order < u if and only if M, has
order < u.



Chapter 2

p-adic distributions on Pl(Qp)

In this chapter, we consider p-adic distributions on the topological space P! (Qp) which is no longer
an open compact subset of Qg for some d as in Chapter [I| The consideration of P*(Q,) is more general
than that of Z, since P1(Q,) can be seen as a gluing of two copies of Z, overlapping on Z, , where
one copy is the neighborhood Z, of 0 and the other one corresponds to the neighborhood D(c0,0) :=
{z € P1(Qp),vp(2) < 0} of oo, which is isomorphic to Z, via the transformation z — 1. We begin by
introducing the definition of certain functions and distributions on P!(Q,) in Section Then we define
an action of GL2(Q,) on these functions and distributions, and establish some results about an exact
sequence and the zeroth homology group of congruence subgroups of SLy(Z) involving distributions on
P!(Q,) insprired by those for distributions on Z, (see Proposition and Theorem in Section
We finish the chapter by discussing the notion of admissible distributions on P*(Q,) in Section

We fix an integer k throughout this chapter. We extend the p-adic valuation v, to P!(Q,) by defining
vp(00) = —o0.

2.1 Definition and the first results

In this section, we define some kind of functions and distributions on P!*(Q,) due to Pierre Colmez.
We will see that these spaces of functions and distributions have a natural structure of locally convex
topology which makes them into Fréchet spaces.

Definition 2.1.1 (Colmez). An L-valued function f on P1(Q,) is said to be meromorphic at infinity

k .
with a pole of order < k if f is of the form f(z) = >, a;z" on a neighborhood of oo, where the sum
1=—00
> a;z' converges in this neighborhood. In other words, f is meromorphic at infinity with a pole of
i=—00
order < k if the function 2* f(1) converges on a neighborhood of 0.

Let Ay (P!, L) denote the space of L-valued functions f on P*(Q,) such that f is locally analytic on

Q, and meromorphic with a pole of order < k at oo. If the role of L is less important, we will omit it
from notations, e.g., we write simply Ay (P!) for Ay (P!, L).

Remark 2.1.2. The condition »_ a;z* converges in a neighborhood of co means there is some R > 0
1=—00
such that ) a;2* converges in {z € C,,|z|, > R}, this is equivalent to |a;|,R* — 0 as i = —oo (so
i=—00
—1 i +oo
that the function > a; () = Y a_,2" converges in {z € Cp, |2|, < £}).
i=—00 n=1

Definition 2.1.3. For each r € |C)|, with r <1, denote Ax(P')[r] C Ar(P') the subspace of functions
k
[ such that f is analytic on every closed disc of radius v in Q, and f is of the form > a;z" on the

1=—00

neighborhood {z € P1(Q,), 2], > 1} of 0.

14
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Remark 2.1.4. If r € [C}[,,r < 1 and if a € Q, such that |a|, < % (resp. |a|, > 1), then the closed

disc D(a,r) in Q, is contained in {z € Qp, ||, < 1} (resp. {z € Q, |2[, > 1}) since if z € D(a,r), then

|z —al, <r <1 solzl, <iiflal, <2, and |z|, = |a|, > L if |a], > 2.

Proposition 2.1.5. Forr € |C|,,r <1, a function f belongs to A (PY)[r] if and only if f is analytic
k .

on every closed disc of radius r in {z € Qp, |2, < L} and f is of the form Y a;z" converging on

{z € PY(Qp), 2], > 73

k .
Proof. 1t suffices to prove that if f(2) = . a;z' for 2 € PY(Q,), 2], > 1 with 7 < 1, then f is analytic
1=—00
on every closed disc of radius r in {z € Qp, |2[, > 11
We can assume that k = —1. Consider a closed disc D(a,r) in {z € Qp, |2|, > 1}, For i € Z<o, the
function z* is analytic on D(a,r) with the Taylor expansion

() = ) S Y
X i zZ—a\"
:alg(—z‘—;)(_ a ) 21)

note that [2-¢[, < 7 = r? < 1. We need the folowing lemma given in [Wasl, page 53].

+oo
Lemma 2.1.6. Let P, (X) = > anmX™,m = 1,2,... be a sequence of power series which converge in
=0

n
a fized subset D of C, and suppose
i) Qnm — Gn,0 as m — +00 for each n, and

it) for each X € D and every € > 0 there exists an ng = ng(X,€) such that |an X", < € for all
n > ng and uniformly in m.

+oo
Then lim P, (X)=Py(X)= > anoX™ for all X € D.
n=0

m——+oo

-1 4 .
Applying this lemma for P, (z) = > a;2',m = 1,2, ... with the expansion 1) of z* on the set D =
= B =
D(a,r). The coefficient of (z—a)™ in the expansion of P, (2) is apm = Y. a;a’ ("_1_1) (—%)n For fixed

—i—1
i=—m

—1 ) ) . .
n, the sequence {anm}n—; converges to > a;a’ " (—%)n as m — 400 since |a;a’ (":izjll)’p <
i=—00

la;a’l, — 0 as i — —oo (the limit is 0 since the sum Y. a;2" converges on {z € P1(Q,), |z|, > 2}). The

i=—00
condition i) of Lemma is satisfied.
Fix z € D(a,r) and € > 0, we have

n i(n—i—1 z—a\n N z—apm
g (z — )"l = | Z‘M“(—iq)( ) = suw {lads () 771 <

i=—m

for n big enough and for every m since |22%], < 7 = r? < 1 and sup |a;, (%)l < +00. The condition
i<0

1 ]
ii) of Lemma |2.1.6| is satisfied. We deduce that the function Y a;2"* = lim P, (z) is analytic on

i——oo m——+oo

D(a,r). O

k
If f € Ag(P)[r], then f is of the form Y a;z' on {z € P}(Qy),|z], > 1}, so the function g(z) =

1=—00

2k f (1) is analytic on the closed disc D(0,r) C Q,. We identify the restriction of f to {z € P}(Q,), |z[,

\%
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%} with the function g on D(0,r). On the open disc B(0, %) C Qp, the function f is r-analytic. There is
a canonical isomorphism of vector spaces:

AP = ADO, ) % A(B(0, 7)) (2.2)

fr= (Zkf(§>|D(o,7~)’f|B(0’%)>'

We give A (P1)[r] the r-supremum norm || - ||, induced by that of the Banach space in the right hand
side of this isomorphism, i.e., for f € Ax(P)[r] we define

171 = max {1473

Then Ay (P1)[r] becomes a Banach space. Let Dy (P!)[r] be the continuous L-dual of Ay (P!)[r] endowed
with the dual norm which we still denote by || - ||, so Dy (P!)[r] is also a Banach space.

pom - Miz0.1) L) (2.3)

Proposition 2.1.7. If ri,ro € |CX|, such that 1 > 11 > ry, then Ap(P')[r1] C Ak(P")[r2] and the
inclusion map Ap(PY)[r1] — Ar(P1)[rs] is continuous. The space Ay(Pt) is the union of the subspaces
A (PY)[r] for r € |C)|p,r < 1.

k ,
Proof. Suppose f € Ag(P)[ry], then f is rj-analytic on Q, and f is of the form > a;2" on {z €

i=—00
PYQp), |2]p > %}, hence on {z € P1(Q,), |z|, > %} since i > % The condition f is ri-analytic on Q,
implies that f is re-analytic on Q,. Therefore, f € Ax(P')[ra]. So Ag(P!)[r1] is contained in A (P1)[rs].
We prove | flley < & |, for any f € Ay(B){r]. Firstly,
2

1 (2) g < I (2) g

since ry < r1. Secondly, on the open disc B(O, %) of Qp, we have
im0, < 1fino,2) -
Finally, if @ € Q, such that X < |a|, < i and if z € C, with |z —a|, < rg, then |z —al, <rs <1<

T1

% <alp, so |z|, = |al|p, hence % <lzlp < % We get

1 1
||f\{ZEQp7i§|zlp<$}HT2 = sup {|f(z)|p :2 € Cp,3a € Qp such that " < lalp < . |z —alp < TZ}

1

1 1 1
Ssup{|f(z)\p:z€Cp,r—1 <lzlp < E} :sup{|f(;)’p:z€(cp,r2 <|zlp Srl}

1 L1
< %sup{‘z f(;)|p.z€(cp,r2 < |z|p§r1}

1 1 1 1
= %sup“z’“f(;) |P 12 € G2l < Tl} - %HZkf(;)\D(O,m)Hh.

Combining all of the cases considered above we obtain ||f|,, < max (1,75 ") fll», = 75 “|If]lr. We
deduce that the inclusion map A (P!)[r1] — Ag(P)[r2] is continuous.

k .
Now consider f € Ai(P'). There exists v’ € |CX|,,7" < 1 such that f is of the form > a;z’

1=—00
on {z € PHQy), |z|, > %}, so f is analytic on every closed disc of radius 7’ contained in this set by
Proposition Since f is locally analytic on Q, and the set {z € Q,, |z, < %} is compact, there
exists 0 < r < 1’ such that f is analytic on every closed disc of radius 7 in {z € Qp, |2|, < &}. So f is

k .
analytic on every closed disc of radius 7 in Q,. Moreover, f(z) = Y a;2" on {z € PY(Q,),|z], > %}

1=—0Q

since 1 > L. We deduce that f € A(P")[r]. Therefore, A, (P') is the union of the subspaces Ay (P')|r]
for r < 1. O
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Definition 2.1.8. We give Ag(P') the locally convex final topology defined by the increasing union
Ar(PY) = U Ax(PY)[r] when r decreases to 0 (see [Schnl, §5E]). This is the finest locally convex topology
r<l1

for which all the inclusion maps Ax(PY)[r] — Ag(P') are continuous. We denote Dy(P') the continuous
L-dual of Ai(P') and call it the space of L-valued p-adic distributions on P1(Q,).

Since the inclusion map Ay (P')[r1] — Ag(P')[ro] is continuous for any 71,72 € |CX|, such that
1 > 7y > 1o, it induces the continuous L-dual map Dy (P1)[rs] — Dy (P!)[r1] on distributions on P*(Q,).

Proposition 2.1.9. The inclusion map Ay (P')[r1] = Ax(P')[r2] is compact for any ri,ro € |C)X, such
that 1 > 11 > ro. The dual map Dy (P1)[re] — Dy(P1)[r1] is also compact.

Proof. By isomorphism ({2.2)) every function f € Ay (P!)[r] is identified with a pair of r;-analytic functions
(foo» fo), where foo(z) = 2" f (1) is defined on D(0,r1) and fy is the restriction of f to the open disc

B(0, %) The ri-norm of f is defined by the maximal of the r1-norms of these two functions.

Consider a bounded sequence {f, }nen in Ag(P')[r1]. Since the sequence {z*f, (1) }nEN is analytic

z
and bounded on D(0,71) for r1-norm, by Lemma the sequence {zkfn (%) 1D(0,r2) }nGN

tion to D(0,r2) is relatively compact for ro-norm. On {z € Q,, |2], < %} the sequence {f,} is bounded
for r1-norm. By Remark , if @ € Qp such that % <lalp < %, and if z € C, with |z —a|, < rq, then
1 1 1

S lzlp < 55 On {2 € Qp, 7= < |2|p < 55}, we have

of the restric-

Sup{Hf"\{ZGprﬁ§|2|p<%}Hh :n € N}

1 1
:sup{|fn(z)|p :neN,zeCp,Ja € Q,such that — < |a], < —, |z —al, < 7“1}
T1 T2

N

1 1 1
7sup{|fn(z)|p:n€N,z€(Cp,E <lzlp < T—Z} :Sup{|fn(;>|pZTLGN,ZE(CP,TQ < |z\p§r1}

IN

1 1
T—ksup{|z’“fn(;>|p:nGN,zG(Cp,rQ <|zlp grl}
2

IN

1 L /1 1 1
— )| :neNzeC,p |z, < }:— { k (f) : EN}< .
7 sup{‘z fn<z>‘p n z€Cp,lzlp <m . sup 1 ||2" fn p, |D(0,7"1)HT1 n 400
So the sequence {f,} is bounded for ri-norm on {z € Q,,|z|, < %} By Lemma , the sequence
of restriction of f,,’s to {z € Qy, |z, < %} is relatively compact for ro-norm. We conclude that {f,}
is relatively compact as a sequence in Ay (PP!)[rs]. Hence the inclusion map Ay (P1)[r1] — Ag(P1)[rs] is
compact. The compactness of the dual map on distributions follows from Schauder’s lemma. O

Proposition 2.1.10. For any r1,72 € |C)|, such that vy > ra, the inclusion map Ap(P')[ri] —
A (PY[ra] has dense image.

Proof. Let f € Ag(P')[r2] and € > 0. Since f is ro-analytic on Qp, it is re-analytic on the open
disc B(O, %) of Q,. By Lemma there exists an ri-analytic function g; on B(O7 %) such that

o1 = fiso.) |, <&

YT

Lemma 2.1.11. The transformation z — L is a homeomorphism between {z € P*(Qy), ||, > %} and
{z € Qp, |2|p < r1}. It maps {z € PH(Qp),|z|p, > %} onto {z € Qp, |z|p < ra2} and maps each closed disc
D(a,ry) C {z € Qp, % <lzlp < %} onto the closed disc D(, |2—|2127) contained in {z € Qp,re < |z|p, <11},
where 1,19 € |(C; |, such that 1 > ry > ro. We have the similar statements if we take the variable z in
C,, not only in Q.

Proof. Suppose a € Q, such that % < lal, < i and z € D(a,r2) (2 € C, or Qp). By Remark
|z]p = |a|,. We have

_ |Z*a|p7 |z —alp T2

z a’pi lazl, |al? _|a|12)’
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Conversely, if 2 € D(%, \a\?) let 2 = 1 we prove z € D(a,rp). Since |2 — 1|, < falz < 1%,

(re <1< % < lalp), we deduce that |1|, =|L|,, so |z|, = |a|,. Therefore,

To ‘1 1‘ |z—al,  |z—alp

laly — 1z alp azlp lalf
hence |z —a|, < rp and z € D(a,r3). The lemma is proven. O
Since f is of the form E a;z" on {z € PY(Qp), |2|, > —} the function 2" f(1) is analytic on the

closed disc D(0,72) of Q.

Since the set {z € Qp, <lzlp < } is compact, it is the disjoint union of finitely many closed discs
D(a,rs) of radius ro. By the lemma, since f is analytic on each such D(a,r2) (f is re-analytic on Q,),
the function z* f (1) is analytic on D(a7 IZ\Z2)

By the lemma, the closed disc D(0,71) of Q, is partitioned by the closed disc D(0, 7’2) and finitely
many closed discs D(a, |a|2) where the closed discs D(a, r2) form a partition of {z € Q,, = <zl < :2 1.

We have a family of analytic functions {z* f ( )|D(O ra) 2Ff (1)‘[)( )}a on the components of this

"Ta \2
partition of D(0,r1). Since D(0,r1) is an open compact subset of Q, by an argument similar to Lemma
1.1.1] there exists an analytic function h on D(0,r) such that

H( &)= kf( >)\D(0r )HT2 <e and H(h('z) _zkf<i))|D(é7 =) }ﬁ <rae

2
[al2

Putting go(z) = 2"h (1), then gs is of the form Z bizt on {z € PL(Qp), |2], > —} For every closed

1=—00

disc D(a,r2) contained in {z € Q,, = = <lzlp < 7"2}, we have

1 1
192 = Dip@ralls = swp ()= fGp = s oo(2) = £(5)],

2€Cp,|z—alp<r2 2€Cp |2~ LS 1% Z Z

1 1 1
< s [ (2) =2 (2)1,

T2 2€Cy |z—¢lp< 2 z

1 ( kel
= — hz—zf<f)) ry < E

£l () z ID(éwsz) a2

Let g be the function on P'(Q,) given by g = g1 on B(0, ;-) C @, and g = g3 on {z € P'(Q,), [2[, > - }.
Then g € Ay (P')[r1] and

”g - f||7‘2
1 1 1

= max{” (Zkg<;> — Zkf<;))|D(07r2)Hr27 ||(9 - f)lD(a,rz)Hrz : D(a, TZ) C {Z S Qpa |Z|p < E}}

1 1
:max{n(h(z)fzkf(;))m(wlh,||<g2—f).ma,rz)um:D<ar2c{ze@p, <lelp < -},

g1 = Dzl |
<E€.
Therefore, Ay (P1)[rq] is dense in Ay (P)[rg]. O

Corollary 2.1.12. The dual map Dy(P")[rs] — Dy(P')[r1] is injective for any r1,r2 € |CX|, such that
1>ry>nrs.

Proof. Tt is immediate from Proposition [2.1.10) O

The inclusion maps Ay (P')[r] = Ag(P') for r € |CX],, < 1 induce the dual maps from Dy (P') to
Dy (P")[r], so Dy(P') is endowed with a family of norms {||-||, : r € |CX|,,7 < 1}, where Dy(P')[r] is
endowed with the dual norm of || - ||, on Ay (P")[r] defined by (2.3} .
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Corollary 2.1.13. This family of norms makes Dy(P') into a Fréchet space. Moreover, Dy(P') is
canonically isomorphic (as topological vector spaces) to the projective limit of Dy (P1)[r]’s, endowed with
its locally convex inductive limit topology (see [Schn, §5D]). The natural maps Dy(P') — Dy (P1)[re] —
Dy (P")[r1] are injective for any 1 > 11 > ry in [CX],.

Proof. The first two statements are direct applications of the conclusions ii., iii. in [Schnl, Prop. 16.10].
The assumptions of that proposition are satisfied since Ay (P!) is an increasing union of Ay (P!)[r]’s when
r decreases to 0 by Proposition m and the inclusion maps Ay (P1)[r1] — Ax(P!)[r2] are compact for
all 1 > r; > ry by Proposition [2.1.9] The injectivity of the map between distributions is implied from

Corollary 2.1.12 O

2.2 Actions of GLy(Q,) and further results

In this section, after defining an action of GL2(Q,) on Ag(P') and Dy (P') (see and (2.5)),
we set up some exact sequences involving functions and distributions on P*(Q,) (see Lemma and
Proposition which will be used to study overconvergent modular symbols with values in D (P!) in
Chapter [3] We compute the zeroth homology group of congruence subgroups of SLy(Z) with values in
Dy(P!) in Theorem The results in this section are analogous versions for P!(Q,) of those for Z,.

One of the advantages of the space P*(Q,) is that it can be acted by any matrix in GL2(Q,) via linear
fractional transformations. The weight k action of GL3(Q,) on Ax(P') and Dy (P!) is defined similarly

to (3). (L9

For v = Z) € GL2(Qy), f € Ax(P') and p € Dy(P), we set
flnle) = ez @ (210, (2.4)
) = 1fe) = (e — e P (DY), 25)

d —b
* A~
where v* = dety -~ (—c a>'
Let us consider the derivatives of functions in Ay (P').

k+1

Lemma 2.2.1. If k € N and [ € Ap(P")[r] for r € |C}|,,7 < 1, then its (k + 1)-th derivative ZZT{
belongs to A_g_o(PY)[r]. The map (d%)kJr1 s Ak (PY)[r] = A_g_2(PY)[r] is continuous.

Proof. Suppose f € Ai(PY)[r] for r € |Clp,m < 1. Since f is locally analytic on Qp, it is C*°-
differentiable on Q,. The function f is of the form

k
f(z) = Z a2’

1=—00

on {z € P(Q,), |2], = 1}, where the coefficients a; satisfy the condition |ai|p(%)i —0asi— —oo (see

Remark [2.1.2)). Then ‘;Z:L = dFT(Y a;2') for z € PH(Qy), |2[, > £. The function
i<0
D i = 1).(i— k) a2 !
<0

is convergent on {z € P1(Qy), |z|, > 1} since

li(i — 1)...(i — k) ai|p(%)i_k_l < |ai|p(%)i(%)_k_l 0 asi— —oo.

By the proof of Proposition [2.1.7, the function >~ a;2z* has the Taylor expansion
i<0

i"’ (Zaiai(n_—ii_—ll))(_ z;a)n

n=0 *i<0
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k .
around each point a € Q, with |al, > 1, hence % and > i(i — 1)...(i — k) a;z* %=1 have the same
i<0
Taylor expansion around such those points a. We deduce that

dk+1f o ) P
W:Zz(z—l)...(sz)aiz k=1
i<0

1 dEtLf . . . . dFtly
on {z € Qp, |2, > +}. On the other hand, S =t is 7-analytic on Q, since f is. Therefore, Gzt €
.Afkfz(]P)l)[T].

k+1
We compare the r-norms of f and (;Zk—ﬂf. We have

dk+1f 1 1 i+1 1 i+1
k-2 — i i—Ka:l (= il (=
HZ CdzF <;)|D(O,T)Hr B igg i k)a2|p(7‘> = fgg |al|p(7')

L\iHL IR ]
<swla(2) = (7) 17(2) o I

+oo
On each closed disc D(a,r) inside B(0,1) C Q,, if f has Taylor expansion Y. a,(z —a)", then % =
n=0
“+o00
S nn—1)...(n—k)a,(z — a)" ¥~ on D(a,r). Therefore,
n=k+1
dkzljlv || = sup |n..(n —k)an|p TRl < sup lan|p - k=l — rik*1||f‘D(a T)||T.
Az D@ar) T >kt n>0 ’
We conclude that || %ed || < || £l for any f € Ax(PY)[r], hence the map ()" : A4, (PY)[r] —
A_g_2(PY)[r] is continuous. O

d )k-‘rl

Consider the map (4 t A (P, L) — A_g_2(PL, L) for k € N. Its kernel is obviously the space

P,I(L) of locally polynomial functions of degree < k on P'(Q,) with coefficients in L. We obtain the
following complex which is left exact for each k € N:

) d_\k+1
0 — Pl(L) 5 Ap(P', L) (&) A_j_o(P',L) =0, (2.6)
where ¢ is the inclusion map. It turns out that this complex is exact.

Lemma 2.2.2. The sequence |i s exact, i.e., the map (%)]’H_1

Moreover, this map is continuous and open.

P A(PY) — A _o(P") is surjective.

Proof. Let g € A_p_(P'), then g € A_p_o(P")[r] for some r € |CX[,,r < 1. Take 0 < 7/ < r arbitrary.

We construct a function f in Ag(P!)[r'] such that % =g.

If a € Q, such that |a|, < &, and if z € D(a,r), then |z —a|, <r <1 < L so0|z|, < &, hence the
closed disc D(a,r) in Q, is contained in B(0, %). The disc B(0, ) is the disjoint union of closed discs
D(a,r") for a € Q, with |a|, < &. The restriction of g on D(a,r) for each such a is analytic, writing the
Taylor expansion of g on D(a,r) by

“+oo
g|D(a,7')(z) = Z Oén(Z - a)n,
n=0

where a, satisfies |a, |, - 7™ — 0 when n — +o00. Then the function

—+oo

Oy —f— n
Jur= D n(n—l)...(;—k)(z_a)

n=k+1

is analytic on D(a,r’) since

Qp—k—1
n(n—1)...(n — k)

)" <n (n—k)(il)"_k_l\a (0 L —
> TL... r n—k—1|p A .
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Moreover, the (k+ 1)-th derivative of f, ,» equals g on D(a,r"). We define the restriction of f on B(0, %)
by putting f = fa, on each disc D(a,r’) C B(0, &).
On {z € P1(Qy), |2, = 1} the function g is of the form Y a;2", where a; satisfies |ai\p(%)z -0
f—2

i<
when i — —oco. We define the restriction of f on {z € P}(Qy),|z], > L} by
Z Gj—k—1 i
= i(i—1)...(i — k)

This function is convergent on {z € P*(Q,), ||, > L} since

=l () s Coc i n(E) T e ()T (2) 20

. k41

It is obvious that % =g= Y az on{zeQ,lz, > &} So izT{ = g on Q,. Moreover,
i<—k—2

f € Ap(PH[r'] € Ag(Ph). The surjectivity is proven.

)k+1

The map (& s Ar(Ph)[r] = A_p_o(P') is continuous for any r € |C)|,,r < 1 since it is the

composition of the continuous map (d%,)kJrl : Ap(PYH[r] — A_g—2(PY)[r] (by Lemma [2.2.1) and the

inclusion map A_j_o(P!)[r] = A_,_2(P'), which is also continuous. Hence the inductive limit of these
maps, (d%)kﬂ s Ak(PY) — A_j_o(PY), is continuous by [Schnl Lemma 5.1i.].

For the openness of (%)kﬂ, we need to show that it sends any neighborhood of 0 in Ag(P!) to
a neighborhood of 0 in A_j_5(P'). A neighborhood of 0 in A(P!) is by definition a subset A such
that A N Ak(P')[r'] is a neighborhood of 0 in A (P')[r'], for any " € [C)|,,r" < 1. Then A contains
an open ball of center 0 and radius R in Ag(P')[r']. For any 7, € |CX, such that 7' < r < 1, and

any g € A_j_o(P)[r], we have shown the existence of a function f € A (P*)[r'] such that ZZ:% =g.

Moreover, it is easy to see that there exists a constant C' = C(r,r’) > 0 depending only on r and ' such
that

£l < Cllgllr-

If ||g|l- < R/C, then || f]|» < R, so f € A. Therefore, the image of A by (d%)lﬂ_1 contains the open ball
of center 0 and radius R/C in A_;_o(P!)[r]. Hence the image of A is open in A_j_o(P!). O

In the view of the exact sequence 1) the subspace P,I(L) of Ax(P!, L) is stable by the weight k
action of GL2(Q,), defined by GD We equip P,I(L) the topology and the action of GL2(Q)) inherited
from A (P!, L). Then the inclusion P,i(L) — A(P', L) is continuous and GL3(Q,)-equivariant. We

want to make the second map of |D i.e. the map (d%)kﬂ, becomes GL2(Q))-equivariant.

Lemma 2.2.3. For each k € N, the exact sequence

(#)"

0—PHL) 5 AP, L) "5 A, o(PY, L) @ det™ ! — 0 (2.7)

is GLa(Qy)-equivariant, where @ det™™ means the action of GLy(Q,) is twisted by det" .
p p

Proof. We follow the calculations in the proof of [Bel, Lemma V.4.13]. Although in ibid. it is made for
analytic functions on Z, and we are considering functions on P!(Q,), but the actions of matrices on both
kinds of functions are the same. O

Dualizing the exact sequence (2.7), we get a complex of GL2(Q,)-equivariant maps. In fact, this dual
complex is exact.

Proposition 2.2.4. For each k € N, there is a canonical GL2(Q))-equivariant exact sequence:
0= D_j_s(P', L) @ det* ™ 25 Dy (P L) 25 V(L) - 0

which is the L-dual of 1) where V,I(L) s the L-dual of P;(L) endowed with the weight k action of
GL2(Qp) defined similarly to (2.5).
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Proof. The injectivity of 0 is obvious. The surjectivity of pg is an application of Hahn-Banach’s theorem
(see [Schnl Corollary 9.4]), applicable here since the spaces P,I(L) and A (P!, L) are locally convex, and
the base field L is spherically complete. We prove the exactness in the middle. Let u € Dy(P!, L)
such that py(p) = 0. Then M(P,I(L)) = 0, so g induces an L-linear form g’ on A_j_o(P!, L) such

that u = p' o (d%)k+1

(W)Y (Lo) = (%)kﬂ(u*l(Lo)) is open in A_;_o(PP*, L) since =1 (Lg) is open in Ay (P!, L) and the map
(d%)k+1 is open by Lemma It follows that p' € D__o(P, L) and pu = 05 (1') € Im by O

. We show that the form p’ is continuous. If Ly C L is an open subset, then

For k € Z, let A,(Cfl)(]P’l) C Ag(P') denote the subspace of functions f such that f is of the form
> a;z" in a neighborhood of oo, endowed with the induced topology. Note that .A,(;l) (PY) = A (P)
i<k,it—1
if k< —=2.
Proposition 2.2.5. Let A be the operator on Ay (P') given by A(f) = f(2+ 1) — f(2). Then the image
of A is the subspace AS"Y (P1).
Proof. Let f € Ai(PY), we prove A(f) € A,(C__ll)(]P’l). There exists r € |C)[,,7 < 1 such that f €

k
A (PY)[r]. Since f is r-analytic in Q,, so is A(f). Suppose f(z) = Y. a;z' for z € P1(Q,) with

i=—00

|z, > % We have

A(Zaizi) = A( Z aizi) +A< Z aizi),

i<k i<min{—1,k} i<k,i>0

where we make the convention A( > aizl) =0if k£ < 0. If £ > 0, then A( > aizi) is a
i<k,i>0 i<k,i>0

polynomial of degree < k — 1. If i < —1, then for z € P}(Q,) with |z|, > 1, we have

) ) . . —1 ) ) 1 —1 )
M) =i+ 1) — o =iz () -t —as () -

— aizi(—l—zoo(zl)") - —a;2t = aizi(f (n—z i_ll) (fzfl)"> — a2t = mezj,

n=0 n=0 7<i

where b; ; = a; (/7] )(—1)"77. It follows that |b; |, < |a;|, for all j. We get

A Y wf)= X Awe)=dm Y A

i<min{—1,k} i<min{—1,k} —n<i<min{-1,k}

=1m > 3 big)? (2.8)

j<min{—1,k} max{—n,j+1}<i<min{-1,k}

for z € P1(Qp), |2, > 1. Let us apply an argument similar to Lemma where we consider the

functions around oo with expansion by negative powers. For each j, the sequence

Z bi;  tends to Z bi; as n — +oo.

max{—n,j+1}<i<min{—1,k} j+1<i<min{-1,k}
Moreover, if we fix z € P'(Q,) such that |z|, > 1 and € > 0, then for small j, we have

(>

max{—n,j+1}<i<min{—1,k}

for all n (since |a;,, l)i —0asi— —oo, and (1)’ < (%)l for any j < i since 1 > 1). Therefore, by the
spirit of Lemma applying to the limit in (2.8)), we obtain

A( Z aizi> = Z ( Z biyj)zj

i<min{—1,k} j<min{-1,k} j+1<i<min{-1,k}

< 1\J
< maxlais} (7)<
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for z € PH(Qp), ||, > L. Hence

A(f) = Z ( Z bm')zj—kA( Z aizl) (2.9)

j<min{—1,k} j+1<i<min{—1,k} i<k,i>0

in {z € P1(Qy), |2, > 1}. We deduce that A(f) € Afc__ll)(Pl)[r], so A(f) € A,(;_ll)(IP’l).

Let us prove that A : A, (P!) — A,g:ll) (P1) is surjective. Let g € A,(;ll) (PY), then g € A,(;ll) (PH[r]
for some 7 € |C)|,,7 < 1. Fix 0 <" < r with 7" = p™™° for some ny € N*, we show the existence of a
function f € Ax(P')[r'] such that A(f) = g.

Defining a relation ~ on the family of closed discs of radius r’ in B(0, %) C Q, as follows: for
two discs D1, Do, we denote Dy ~ Dy if there exist a € B(0, %) and h € Z such that Dy = D(a,r’)
and Dy = D(a + h,r’). This is equivalent to |zo — 21 — h|, < ¢/ for any 21 € Dy,22 € D3. So
this is an equivalence relation. There are exactly p™ closed discs in each equivalence class, namely
D(a,r"),D(a+1,7"),...,D(a+p"™ —1,7') for some a € B(0, ). To construct f on B(0, ), we construct
f on closed discs in each such class. Note that if a € B(0, %), then a + Z C B(0, &) since |Z|, <1 < L.
If f is constructed and analytic on D(a,r’), then f is automatically determined on D(a + 1,7') by
f(z)=f(z—1)4+g(z—1) for z € D(a+ 1,7") (note that z — 1 € D(a,r’) if z € D(a+ 1,7')). Similar,
f is automatically determined on every other disc in this class, given by f(z) = f(z—1)+g(z —1) =
fz=2)4+9g(z=2)+g(z—1) for z € D(a+2,7"), and so on. Therefore, it suffices to construct f analytic
on D(a,r") satisfying

flz+p")=flz+p™ =1)+g(z+p™ —1) = ...
=f(2)+9(z) +g(z+ 1)+ ... +g(z+p" — 1) = f(2) + go(2),

where go(2) = g(2) + g(z + 1) + ... + g(z + p™ — 1) is analytic on D(a,r). Note that z + p™ € D(a,r’) if
z € D(a,r").
+oo
Suppose go has Taylor expansion go(z) = Y a,(z —a)” in D(a,r), where «, satisfies |a,|, - 7™ — 0
n=0
when n — +o0.

+oo
Lemma 2.2.6. We can write go under the form go(z) = 3. Bu(z — @)™ in D(a,r) for B, satisfies
n=0

|Bnlp 7™ — 0 when n — 400, where 2" := z(z—p™)...(z — (n— 1)p™) (if n = 0 we make the convention
21 = 1). Moreover, the r-norm of go on D(a,r) equals sup {|Bn|, - ™ |n € N}. Conversely, if go is of
this form, then go is analytic on D(a,r).

Proof. Consider z € D(a,r). For each n € N, the polynomial (z — a)” is the sum of (z — a) and a
linear combination of (z — a)? for 1 < j < n — 1 with coefficient divisible by (p™°)"~7. The induction on
n yields an expansion of (z — a)™ in terms of (z — a)ll for 0 < j < n with integer coefficients:

(z=a)"=> mi(z—a)l
=0

with v, ,, = 1 and 7, ; € Z is divisible by (p™ )"/ for all j. We have

+00 N N N
— —a)" = I —a)" = 1 A _ o)l
go(z) = Z an(z—a)" = Nlil?oc an(z —a)" = NE)I—I‘:OO Z (Zanvn,j) (z —a)V. (2.10)
n=0 n=0 j=0 n=j
N
Let us apply an argument similar to Lemma [2.1.6] For j € N fixed, the sequence Z OV, converges to
n=j

+oo
> apYn,; when N — +oo since

n=j

< |0¢n|p(p7"°)"7j = |aplp - (i < lanlp - "7 — 0 when n — +o0.

‘an'yn,j P

Moreover, for every z € D(a,r) and € > 0, if j € N is big and N > j, then

N
(X ) = )

< 1. —_ )l < =31 . .J
< max (o} 1z — @y < max {lan ()"0} -7

< max {|an|p - "} < e,
n>j
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here the second inequaliy is deduced from |y, |, < (p~™)" =7 = ()"~ and |(z — a)V|, <17 for any
J € N. By the spirit of Lemma applied to the limit (2.10), we obtain

+oo  Hoo

Z(Zanyn]) zfam*Zﬂ] z—a)

j=0 n=j
—+oo
where 8; = > aynyn,; satisfying
n=j

1Bilp - 17 < sup {|onn.lp} -7 < sup {Janlp ()"} 17 < sup {Janp - 1"} = 0 when j — +oo.
nxj ] j

n>j n>j
It follows that sup {|5;|p - rj |j € N} <sup {|an|p - 7" |n € N}

Conversely, if go(z) = Z Bn(z — a)l™ for z € D(a,r), then by the same argument we imply that go
+oo
is analytic in D(a,r) with Taylor expansion > ay,(z — a)™ for the coefficients «, satisfying sup {|a, |, -
n=0
r™|n € N} <sup{|Bjl, -7 |j € N}. Therefore,

1901 a,r) I = sUP {lovalp - 7™ [ € N} = sup {|B;],, - 7 | j € N}

The lemma is proven. [

“+o00
Writing go(2) = 3 Bn(z — @)™ in D(a,r) where |3,], - " = 0. We put
n=0 n o)

in D(a,r’), then f satisfies f(z +p™) = f(2) + go(2) for z € D(a,r) since (z + p™ — a)"l = (z — a)" =
i

np" (z — a)®~1 for any n € N*. The analyticity of f on D(a,r’) is deduced from Lemma [2.2.6|and from

ﬁn—l nn ng nn __ n—1 i\t
’ | ()" <mp™|Bnalp(r")" = Builp "0 - — 0,

npno p n—-+00

since |Bp_1lp- 7"t — 0and n(%)nfl — 0. Moreover,
n

— 400 n—+oo

Bn 1 nn ’I"/ n-l n—1
il = sup |22 )" < sup {n ()} sup IBnily 7
T n>1

npno n>1
’

r'\n—1 r/\n—1
<sw{n(7) ) <sup{n(7) " Homos
nz% r Hgouxam)m~ nz% , ngﬂoHJ)Hm

for any closed disc D(a,r’) inside B(O, %) Hence

r’'\n—1
;< — . 2.11
50,0l < s {n(5)" Hloiso 3l (2.11)
It remains to construct f on Xo = {z € P}(Qy), |z], > +}. The function g is of the form

9(z) = Z bz

i<k—1,i%—1

on the set {z € P}(Qy),|z], > 1} containing X, where b; satisfies \bi|p(%)i — 0 when ¢ - —oco. The
1

topological space X is isomorphic to D(0,7') via the transformation z — <. Setting goo(z) = g(%) for

z€ D(0,r) and foo(z) = f(2) for z € D(0,7”), then

S bizt= > bir Y bizt= > bar MY bne”

i<k—1,i#—1 0<i<k—1 i<—2 0<n<k—1 n>2

Z bz + Z ann = g;o(z) + g:o(z)v

0<n<k—-1 n>2

goo(?)
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where g7 (2) = 30 bz ™, gh(2) = 3 bp2" and b, = b_,, for n > 2. We want to construct a
0<n<k—1 n>2
meromorphic function f. on D(0,r’) with order of vanishing ordg(f~) > —k such that

goo(z)Zg(l)=f(§+1)—f(£):foo( “-) = foclz) for 2 € D(O,1").

z z+1
Putting R(z) = %7, the above condition rewrites
foo(R(2)) = foo(2) = 9oo(2) = g5 (2) + g5 (2) for 2 € D(0,7"). (2.12)
By indution, for each n € N*, the composition R°"™(z) equals a1 SO R%(Z) = % + n. We make the

convention R°°(z) = 1. Since g5_(2) is a polynomial of 1 of degree < k — 1, we can write g5, (z) in the
form
k-1

ro- St )t -t ew

e
I
—

C

k
We then put f(2) = Z:o Tﬁm for z € D(0,r"). Tt follows that

foo(R(2)) = foo(2) = 90 (2) (2.14)

for any z € D(0, ') since m — 1 =n+1. The function f(z) is a linear combination of negative
powers of z of degree between —k and —1. The following lemma will be used in the proof of Proposition

2.2.9)

Lemma 2.2.7. The r-norm on D(0,7) of the polynomial z*~1g7 (), where g7 (2) is written in the form

(2.13), equals

— k—1-n
05?211(71'6” b7 '
Proof. Since R"(z) = 5 and since |nz|, < [z, < r < 1if 2 € D(0,r) C C,, it follows that

R°"™(2)|, = |z|, for any z € D(0,r) C C, and any n € N. Hence
P P P

el - 125~

1(z*" 95 (2) Do, I < sup _Imp Plp
=EIPONIS o Eoencin [RGB ()l
= sup le,, | ,‘Z|k717n = max |c,| L pk=1-n (2.15)
2€Cp,|2]p<r,0<n<k—1 np P 0<n<k—1" " p
Returning to the expansion g_(2) = >, bz "= > bn(%)n of g=. For n € N, since (%)n is

0<n<k—1 0<n<k-1
the sum of (% + 1) (% + 2) (% + n) and a polynomial of % of degree < n — 1 with integer coefficients, by
induction on k we can show that all the coefficients c,, in are integer linear combinations of the
coefficients b, by 41, ..., bp—1. It follows that

ey |p < max {[bn|p, [bntilps s [br—1]p}
for any 0 <n <k —1. We get
- k—1— k—1—
smax el r S s mas (Bl [ s o [}
< max max ||, -7 = max |bul, -7 = (1(2F e (2) b0 |-
= 0<n<k-1 n<i<k—1 P 0<n<k—1 "'P 0o/ |D(0r) lIr
Combining with (2.15]) we get the desired formula. O

By Lemma and the construction of f (z), we have

k p— _ Nk—1—
|G fc (bl = | max || - (r/)F1n

C

/

{0 (E) e fie o)
max — . max .
o<neh1 " T ognek1 UnP "

/

= o {(n+ 1)(T?)H_n}||<Z’“’1930<Z>>|D<o,r>llr~ (2.16)

IN
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Lemma 2.2.8. The function gt on D(0,7) can be written under the form

+oo
= Z ¢t zR(2)..R°" Y (2),
n=2

where ¢} satisfies |¢;} |,-r™ — 0 whenn — +o0o. The r-norm of g, on D(0,r) equals sup{|c;} |,-r" |n > 2}.
Conversely, if g%, is of this form, then it is analytic in D(0,r) with order of vanishing ordgy(g) > 2.

Proof. Recall that

T(z) = Z b2,

n>2

~ ~ +oo .
where by, = b_,, satisfying |b, |, 7" — 0 when n — +o00. We have seen that R°"(z) = 175> =z >_ (—nz)’
j:

in D(0,7) for each n € N, so R°"(z) is analytic in D(0,r) with ordg(R°"(z)) = 1. Hence the function
2R(2)...R°"~V(2) is analytic in D(0,r) with order of vanishing n at 0, for any n > 2. Since 2" is the
sum of zR(z)...R°™ Y (z) and an infinite linear combination of z"*1 2”2 .. with integer coefficients,
by induction on j > 2, we can write g% in the form

J
=Y ¢f2R(2)..RO" V(2 Z dn.;2", (2.17)
n=2 n=j+1

where the coefficients ¢, d,, ; are integer linear combinations of by, ..., b,. It follows that |c;} |, [dn |, <
max {|bz|p, ..., |bn|p}. Then for any z € D(0,r) and any 2 < j <n — 1, we have

|dn,j2"|p < max {[balp, ..., [bulp} - 7™ — 0,

since |l~)n|p -r™ and r™ tend to 0 when n — +o00. Therefore, by |j we imply

— o(n— 1) o(n—1)
gl (= jlgr_loo Z cf2R(2)..R Z crzR(2)..R (2),
and |c;f[, - 7" < max {|ba]p, ...y [bulp} - 7" =7 0. We also have
n—-+0oo
sup {[ef |, - 7" [n > 2} < sup {[bal, - [0 > 2} = [1(92) D0, - (2.18)

Since |R°™(z)|, = |z|p for any z € C,, with |z|, < r, we get

g )iponllr = sup  [gh(2)]p < sup  |¢f2R(2).. R (2)|, < suplef -
2€Cp,|2]p<r 2€Cp,|z|p<r,n>2 n>2

Combining with (2.18) we obtain ||(g%)p(,r|lr = sup |} ], - 7"
n>2

The inverse statement of the lemma is implied by Lemma with the note that the function
2R(2)...R™ Y (2) is analytic in D(0,r) with order of vanishing n at 0, for any n > 1. O

+oo
Writing g% (2) = 3 ¢t 2R(2)...R° =D (2) for z € D(0,r) as in Lemma [2.2.8, We then define
n=2

Ro(n 1)(z)

§ :CnJrl —_n

for z € D(0,r"). This function satisfies

fo(R(2)) = fo(2) = 95 (2) (2.19)
since R°"(z) — 2z = —nzR°"(z) for any n € N (recall that R°"(z) = Z7, so H%(z) =n+ 1, hence
R°+(z) -1= ) The function ff(z) is analytic in D(0,r') since

/

n o+ 1 A" -1
()" < lefily 6" = leflp - en(5) 7 0,

Cait |
n 'P
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with the note that |, - 7" e 0 as in the proof of Lemma It follows that

/

+
C n
I £ ()bl = (7)F sup | 1] ()" < () Fr = sup {n ()} - sup ety |
>1
nz

n>1 —n P n>1 r
'\ '\
= (%) s {n(%) - 10 )b - (2.20)
T n>1 T

From ([2.14) and (2.19), the function f. defined on D(0,7’) by fs(2) = f(2) + fL(2) satisfies the
2.12)

condition (2.12)). By the construction, fo(z) is meromorphic of order of vanishing ordg(fs) > —k. The
function f on X is defined by f(z) = fo (1), then A(f) = g on Xo and f € Ag(P',L)[r']. The
proposition is proven. O

Proposition 2.2.9. The map A : A (P!) — .A,E;ll) (PY) is continuous and open for any k € Z.

Proof. For the continuity of A, by the proof of Lemma [2.:2.2] it suffices to show that the map A :
A (PH[r] — A( 1)(]P’l)[ ] is continuous for any r € |C)[,,7 < 1 (by the proof of Proposition
know that A maps A (P!)[r] into .A,(c:ll) (PH[r]).

Let f € Ar(PY)[r]. We compare the r-norms of f and A(f). We have

we

1
IACH) 1B0.2) llr = sup {[(Af)(2)lp : 2 € Cp,Fa € Qp such thatal, < — [z —al, <7}
1
=sup{|f(z+1)— f(2)|p: z € Cp,Ta € Q, such that|a|, < pt |z —al, <r}

1
<sup{|f(2)|p : z € Cp,3a € Q, such that |a|, < ot |z —alp <7} = [Ifipo,1)llr- (2.21)

k ,
Suppose f is of the form Y a;z" in {z € P(Q,), |2[, > 1}, then by l) we know

i=—00
j<min{-1,k} j+1<i<min{-1,k} j>0,5<k—1 i>j,i<k
= Z b;zj
J<k—1,j#-1
in {z € PYQp), |2, > L}, where b; = a;(ZI2))(=1)"7, b} = > b;; if j < —1 and

j+1<i<min{-1,k}
Vi= 3 ai;) —a;if 0 <j <k—1 It follows that [b}], < j@?§k|ai|p. Then

i>ji<k
1 .
k—1 / k—1— k—1—
z (Af (7) = su b, r )< sup max |a pk—1-3
|| ( ) P |D(O,r)||r jgk—l,lj)';é—1| ]|p i<k 1J¢ 1{]<1<k| ’L|p }
< suplail, - rFT = | 2R ( ) 2.22
- iSEl l|p H f |D( OT)H ( )

Combining (2.21) and (2.22)) we deduce that ||A(f)||» < ||f]|-. Therefore A is continuous.

We show the openness of A. In the proof of Proposition , for each g € A;__ll) (PH[r] and 1" €
|CxX]p,7" < r <1 we have constructed a function f € Ay (P')[r'T such that A(f) = g. By (2.11)) we have

/'y n—1
1f 50,2l < sup {n (= 19150,2) 1
B0, 3l = Sup B0, )
!

ri\n—1
=sup {n(Z)" - max{lgpo I 9)sca, 1<iel, < I

n>1
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Since
1 1
HQHZGQW%S\Z\IK%HL} = sup {|g(z)|p 1z € Cp,3a € Qpsuch that - <lalp < i |z —alp, < r}
<sup{lg(2)ly: 2 € Cpur < fzly <~} < (&) supf
- r r') = \r
k—1
<(7) s {155, e o> 1)

~ (@) Gl el <= (3) 1),

we deduce that

9(2)
k—1

1 1
. ’p:zecp,;§|z\p<—}

,r/

,’,7

/

1180, 2l < sup {n(%)”‘l} .max{(%)k—1’ 1}Hg|\r. 2.23)

On Xo = {z € PY(Q,),|2[, > %} the function f is constructed by f(z) = fo (L) and foo(2) =

fo(2) + fL(2), where the function f_(2) (resp. fL(z)) satisfies (2.14) (resp. (2.19)), and g (2) (resp.
1-

g% (2)) is the negative (resp. stricly positive)-powers part of goo(2) = g(%) The inequalities (2.16)) and

[2:20) yield
1
k k k — k
157 (5) o e = 1H Dot e = mas (1 T G ipio e I £ (Do o o)
/ !/

maef, e (102 h ) s (5 P e

= mac (| o {0+ 0)(5)7 ) (5) sw {n(5) - 10(5) g (229

From and we imply that there exists a constant C' > 0 depending only on r,7’, k such that
If Il < Cllg|l for any g € A,g:ll) (PY)[r] and for f € A=1(g) N Ak (P!)[r'] determined by g.

Returning to the problem of openness of A. Let A be a neighborhood of 0 in A;(P'). We prove
that A(A) is a neighborhood of 0 in A,(;ll) (P1). Tt is equivalent to show that A(A) N A,(;ll) (PY)[r] is a
neighborhood of 0 in A,(C__ll) (P')[r] for any r € |CX[,,7 < 1. Let r < 1 and choose 0 < r’ < r such that
r’ = p~™ for some ng € N*. Since A is a neighborhood of 0 in Ag(P)[r'], there is a number R > 0
such that A contains an open ball of center 0 and radius R in Ax(PY)[r']. If g € A,g:ll) (PY)[r] such that
lgll- < R/C, then there is a function f € A (P!)[r’] such that A(f) = g and | f|,» < C||g]|-. It follows
that ||f||.» < R, so f € A, hence g € A(A). Therefore, A(A) contains the open ball of center 0 and
radius R/C in A,(;ll) (PY)[r], hence A(A) is a neighborhood of 0 in A,(Cill) (PY)[r]. The openness of A is
proven. [

Proposition [2.:2.5] yields the following exact sequence for each k € Z:
0— ker A 5 A (P' L) S AZY(® L) >0,
where ¢ is the inclusion map. Dualizing this exact sequence yields the follwing complex
0= DV, L) A5 Dy(P!, L) 5 Homen (ker A, LX) — 0, (2.25)

where D,(;_ll) (PY, L) is the continuous L-dual of A,(Cill) (P!, L). It turns out that this dual complex is exact.
Lemma 2.2.10. If k € Z., there is a canonical exact sequence
0D )®,L) D) S [ Lo (2.26)
D(a,1)CQ,
= (W(1p(a,1))) D(e1)cQ, -

If k € Z>y, the above exact sequence is replaced by

0DV P, L) 25D L) S Lx J[ Lo (2.27)

D(a,1)CQp
e (1(Lp)s ((Lp(a1))) Dann)cay )

where Dy, is any open neighborhood of 0o in P1(Q,).
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Proof. We show that the sequence is exact. The injectivity of A* is obvious. The exactness in the
middle follows from the openness of A : A (P, L) — Aé__ll) (P!, L) by Proposition (see the proof of
Proposition . The surjectivity of i* is a consequence of [Schnl Corollary 9.4], where the field L here
is spherically complete since it is a finite extension of Q.

Let us determine the kernel of A : A (P!, L) — Ai__ll) (P, L). Let f € ker A, then f(z+ 1) = f(2)
for any z € PY(Q,), so f(z + Z) = f(z) for all = € P}(Q,). Since f is continuous, it follows that
f(z+Zy) = f(z) for any z € P1(Q,), so f is constant in every closed disc of radius 1 in Q,. We prove
that f is constant in a neighborhood of co. Let fo(2) = f(1), defined in a neighborhood of 0. Then fx
is meromorphic of order of vanishing ordg(fs) > —k. By (2.13) and Lemma we can write foo in
the form

= Cn - + o(n—1)
7;) “R(G)R2(2) R (z) nz:%c” 2R(z). BT(2),
where R(z) = 7. Since fwo(R(2)) = foo(2), m — L =n+1and R"(z) — 2 = —nzR°"(2), it
follows that ¢, = 0 for any 0 < n < k —1 and ¢ = 0 for any n > 1. Therefore, f is constant in a
neighborhood of 0, so f is constant in a neighborhood of co. Since ordy(fo) > —k, if & > 0 this constant
can be arbitrary, while if £ < 0 it must be 0.
In summary, if k < 0, the kernel of A : Ax(P', L) — .A,(C__ll) (P!, L) has the basis

{1p(a,1)} D(a, 1),

consisting of characteristic functions of all closed discs of radius 1 in Q,, while if & > 0 the basis of
ker A has one more function, that is the characteristic function of D,. Note that if f = ¢ € L in the
neighborhood {z € P}(Q,), |z|, > R} of co for R > 1 big enough, then the restriction of f on that
neighborhood equals the function

C-ILDOO— Z C-ILD(QJ).
D(e,1)C{2€Dwo,|z|p<R}

If 41 is an L-valued continuous linear form on ker A, then 1 is uniquely determined by the values (1 p(q,1))
in L for D(a, 1) C Q, if k < 0, or one more value p(1p_, ) in L if £ > 0. Since the functions 14,1y do not
belong simultaneously to Ag(P!, L)[r] for any r € |C)|,,r < 1, it follows that the values p(1p(a,1)) for
D(a,1) C Q, can be chosen arbitrarily. This explains the appearance of the last space in the sequences
©.26), [227). O

The zeroth homology group of congruence subgroups of SLy(Z) with values in p-adic distributions on
P}(Q,) is computed in the following result:

Theorem 2.2.11. Let T' C SLy(Z) be a congruence subgroup containing the matriz <(1) 1)

i) For any k € Z\{0}, one has Ho(T',Dx(P*,L)) = 0.
i) IfT1(N)NT1(p") C T C To(N)NTy(p") for N,r € N* with (N,p) = 1, letting ¢, = pl3! 4 pr=[51-1
where || denotes the integral part, then
Hy(T, Do(P', L)) = L.
IfTy(N)NTo(p") CT CTo(Np") for N,r € N* with (N,p) =1, then
L ifpz£2o0rr=1,
Ho(T, Do(P', L)) =} L? ifp=r=2,
L?>=2 ifp=2andr>3.
Finally, Hy(SL2(Z), Do(PL,L)) = L.

11
0 1 0 1
Hy(I',V) =V/IV (vesp. V/V|;) for aleft (resp. right) I'-module V', where I is the augmentation ideal of

I' generated by elements v — 1 for v € I'. The inclusion .A,(C__ll) (P, L) — Ax(P, L) induces the dual map

Proof. Since the matrix belongs to I, its inverse v9 = also belongs to I'. Recall that

D(P', L) — D"} (P!, L) (2.28)

which is surjective by [Schnl Corollary 9.4]. We consider the following cases:
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e k < 0. Combining the surjective map (2.28)) with the exact sequence (2.26) yields the following
exact sequence:

Du(P,L) S5 DL L) S [ L—o0
D(a,1)CQp

p= (1D (a1))) D(a,1)cQys

where A* : Dy (P!, L) — Dy(P!, L) is the composition of 1) and the map A* : D,(;ll) (P, L) —
Dy (P, L). Then A* : Dy(P!, L) — Dx(P!, L) is given by the right weight k action of 79 — 1. We
get the isomorphism

Dy(P',L)/Dy(P' L)jye 1= [ L (2:29)
D(c,1)CQy

= (W(1pa,1))) D(a,1)cQ, -

Let (zo) € [T L. Choose a matrix vy = (Z

b) in I such that p|c # 0. For u € Dy(P!, L),
D(a;1)CQp

d

we have

tty—1(Lp(a,ny) = p((a — e2)* L pan (77 '2)) = m(1pa))
= u((a = c2)*Ly(pa,1))(2)) = (Lp(a,1)), (2.30)

where v acts on P!(Q,) by the linear fractional transformation.

The family of characteristic functions {1 p(,1) | D(c, 1) C Q,} is linear independent since the discs
D(a, 1) are pairwise disjoint, it spans the subspace V; of Ay (P!, L). The family of functions

{(a = c2)"1y(p(a))(2) | D(a, 1) € @y}

is also linear independent, it spans the subspace V5 of A (P!, L). We show that the sum V; + V5 is
direct, i.e., V1 N Vo = {0}. Let f be a function in V3 N V4. Since f € V1, it has only finitely many
values. Since f € V3, it has the form

fE) = Y tala—c2)* Iypay(2)

D(a,1)CQ,

for t, € L and t, = 0 for all but finitely many «. Since the sets v(D(«, 1)) are pairwise disjoint, if
the coefficients ¢, are not simultaneously 0, then the function f would have infinitely many values
since ¢ # 0, k # 0. Therefore, all the coefficients ¢, are 0, so f = 0. Hence V4, N Vo = {0}.

Defining the L-linear form pg on Vi & V5 by

Koy, = 0, to((a — cz)k]lv(D(ayl))(z)) =z, for any D(a, 1) C Q,.

We will see that every linear form on V; @ V5 is continuous, so we can extend g to a continuous L-

linear form z on Ay (P!, L) by [Schnl Corollary 9.4]. Then p € Dy(P*, L) and pi),y—1(Lp(a,1)) = Za

for any D(a,1) C Q, by . We deduce that the image of Dk(]P’l,L)‘kF_l by is all of
[ L. Therefore, Hy(T, Dy (P!, L)) = 0.

D(c,1)CQ,

To see that every linear form on V; @ V3 is continuous, we need the following lemma:

Lemma 2.2.12. Let v = (z Z) € To(p) such that ¢ # 0. For any a € Q, such that vy(a) <

—vy(c), the linear fractional transformation of ¥ maps the disc D(a, 1) C Q,, onto the disc D (va, W)
p p

which is contained in {z € Qp, vy(z) = —vp(c)}.

Proof. Since vp(a) < —vp(c) < 0 < vp(Zyp), we imply that |a|, > 1 and the disc D(,1) = o + Z,
is contained in {z € Qp,v,(2) = vy(a)}. If v,(2) = vp(), then vy(cz) = vy(e) + vp(a) < 0 < vy(d),
s0 vp(cz + d) = vp(cz). Since v € T'y(p), it follows that ple, so p [ a, hence v,(az) = v,(2) for any
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z. Therefore, if v,(2) = vp(@), then vy(az) = vp(a) < —vp(c) < 0 < v,(b), so vp(az + b) = vp(az).
We get

wrz) = vp( 0

P m) - Up(az + b) o vﬁ"(cz + d) = 'Up(az) - Up(CZ) = —Up(C)

if v, (2) = vp(cr). Therefore, vy maps D(a, 1) into the set {z € Q,,vp(2) = —vp(c)}. We have

az+b aa—+b Z—« Z—«
z — o = — = =
R cz+d catd (cz+d)(cat+d) 2(z+ %) (a+2)
Z—Q 1

= = —. 2.31
c2(a+%)(z—a+a+%) 02(0[_'_4‘)(1_'_@) (2.31)

Since v,(a) < —vp(c) and vy(4) = v,(d) — vp(c) > —vp(c), so vy(a) < vy(2), it follows that
vp(a+ %) = v,(a), hence |+ 4|, = |al,. If 2 € D(a, 1), then |z — af, < 1, so

o+ 4
!
z—a'?  |z—afp
Hence
1+0‘+%‘ _{0‘+%| _ lalp
z—a'P z—a'? |z—af,
Therefore,
‘ | |Z — a'P 1
vz —yal, = < .
P el T lelal?

It follows that vz € D('ya, EHEH ) So v maps the disc D(«, 1) into the disc D(va, \c\2\a|2)

\a|2

If z € D(vya, EH \a|2> then x — ya = for some y € Q, such that |y|, > |a|, (note that

c2(a+L)

la + 2], = |a|,). Writing y =1 —|— t. for z=a+ € D(a, 1) (since |y|, > |af, > 1, it follows
that |y — 1|, = |y|p By we see that = — va = 72 — ya, so x = yz. Therefore, v(D(a, 1))
equals D('ya, BHEH O

a+c

\a|2

By the lemma, if @« — oo, then the radius of the disc v(D(«, 1)) tends to 0, so there does not exist
r € |CX]p,r < 1 such that the functions (a — ¢z)¥1,(p(a,1)) belong to Ax(P*, L)[r] for infinitely
many discs D(a,1). Therefore, the values on the functions (a — ¢z)*1,(p(a,1))(2) indexed by the
discs D(«, 1) of a continuous form pg on Vo can be arbitrary.

e k> 0. By (2.27)), the isomorphism (2.29) is replaced by
Di(P', L)/Dr(P! L)1 =L J] L (2.32)
D(a,1)CQp
o= (M(]lDoo)a (:u’(]lD(a,l)))D(a.,l)C@p)’

where Do, is any open neighborhood of oo in P}(Q,). Let (zs,(7a)) € Lx [] L. Fix a
D(a,1)CQ,

matrix v = <z Z) € I'NTo(p) such that ¢ # 0. If u € Dy(P!, L), we have

Hr-1(Lp.) = pl(a - e2) 1p_(y'2)) = u(Lp.)
= pl(a = ¢2)" Lyp)(2)) — ul(1p.). (2.33)

Let V{ C Ai(P', L) be the subspace with the basis {1pa,1) | D(e, 1) C Qp} U{lp_}. Let Vy C
A (P, L) be the subspace with the basis

{(a—c2)" 1y (p(a1y(2) | D(a,1) C Qp} U {(a—c2)"1,p.)(2)}.
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Similar to the above case, the sum V] 4V in Ag (P!, L) is direct. We define the continuous L-linear
form uf on VY @ V3 by

pop; =0, o((a—e2)*Lyp)(2)) = Too,  po((a = ¢2)*Ly(p(a,1))(2)) = Za-

Extending pfy to a continuous L-linear form u’' on Ay (P!, L) by [Schn, Corollary 9.4]. Then u’ €
Dy (P, L) and

Mik’y—l(]]'Doo) = Too, Nikv_l(lD(a,l)) = Ta

for any D(a,1) C Q, by (2.30) and (2.33). So the image of Dy(P*, L) r—1 by (2.32) is all of
Lx ][ L. Therefore, Hy(I',Dr(P*, L)) = 0.
D(c,1)CQy

e k =0. Similar to (2.32) we have the isomorphism
Do(P',L)/Do(P, L)y no—1 =L x J[ L (2.34)
D(a,1)CQp

o= (/L(]]-D(oo,2r))7 (u(]]-D(a,l)))D(a71)CQp)7

where for each integer 7’ we set D(co,r’) = {z € P1(Q,),v,(2) < —r'}. The set of closed discs
of radius 1 in Q, consists of Z, = D(0,1) and the discs D(«,1) = a + Z, for vy(a) < —1. If
vp(a) = —n < —1 for n € N*, then D(a, 1) is contained in {z € Qp,v,(2) = —n}. The set
{z € Qp,vp(2) = —n} is partitioned by discs D(p~"f,1) where 8 € Z,; runs through a complete
set of representatives of (Z,/p"Z,)*.

Let T' C T'y(p) be a congruence subgroup. The weight 0 action of a matrix v = (Ccl Z) €T on
Dy(Pt, L) is given by
Hor (F) = 1(f(7712)),

where p € Do(P', L) and f € Ag(P!, L). Since I' C T'g(p) C Zo(p) (see §1.2.1)), every matrix in I’
preserves Z,. We have

toy-1(1z,) = W(lyz,)) — u(lz,) =0 (2.35)

for any v € I and p € Do(P*, L). For the image of other closed discs of radius 1 in Q, by elements
of I, we need the following lemmas:

Lemma 2.2.13. Let v = (CCL Z) € To(p) with ¢ # 0. Inside the set {z € Qp,vp(2) = —vp(c)},

there is exactly one closed disc of radius 1 (which is D(—%7 1)) such that its image by v is the
neighborhood D(o0o,2v,(c)) := {z € PY(Qp),vp(2) < —2v,(c)} of 0o, other closed discs of radius 1
are mapped either onto closed discs of radius > p* in {z € Qp, —2v,(c) < vy(z) < —v,(c)} or onto
closed discs of radius 1 in {z € Qp,v,(2) = —vp(c)} by 7.

Proof. Since plc, we have (a,p) = (d,p) = 1, so vp(%d) = —v,(c) <0, hence D(_Td7 1) = _Td +7Z, C
{z € Qp,vp(2) = —vp(c)}. We show that v maps D(=2,1) onto D(o0,2v,(c)). Let z € D(=4,1),

then z = —2 + 2/ for some 2’ € Z,,. We have
az+b a -1 1
vz = = -2
cz+d cz! c 2

Since v,(2) = —vp(c) and vy () = —2v,(c) — vp(2') < —2u,(c) < —vy(c), it follows that v,(yz) =
vp(z2) < —2vp(c). We imply that if 2’ runs through Z,, then vz runs through {v,(-) < —2v,(c)}.

Therefore, v maps D(—2, 1) onto D(c0, 2v,(c)).

Consider a disc D(a,1) C {z € Qp,v,(2) = —vp(c)} different from D(=2,1), then y(D(a, 1))
is disjoint from D(o00,2v,(c)), hence v(D(a, 1)) is contained in {z € Q,,v,(z) > —2v,(c)}. Let
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z € D(a,1). Since v,(z) = —vp(c), it follows that v,(cz) = 0, so vp(cz+d) > 0. On the other hand,

since vp(az) = vp(2) = —vp(c) < 0 < vp(b), we have vy(az +b) = vp(az) = —vp(c). Therefore,
az+b
vp(yz) = vp(m) =uvp(az+b) —vy(cz+d) <wvylaz+b) = —v,(c).

So v maps D(a, 1) into the set {z € Qp,v,(2) < —v,(c)}. Moreover, since z € D(a, 1) = a + Z,,
we have

cz+decatd+tcl,=catd+pr9z, (2.36)

If ca+d € pZ,, then cz+d € pZ,, so v,(yz) < —v,(c), hence the image of D(«, 1) by 7 is contained
in {z € Qp, —2v,(c) < vp(2) < —vp(c)}. Writing z = a + 2’ for 2’ € Z,,, we have
z—« 2!
z2—ya = =
R (cz+d)(ca+d) (cz/+ca+d)(ca+d)
1 1 1 1

_COé—l—d.c—l—wZ—‘)‘d ~ c(ca+d) 1_’_042%‘

d d
Since o ¢ D(—2,1), we have vy(a + %) < 0, so vp(a:—,?) < 0 = v,(1), hence v,(1 + a:_,z) =
da d
vp(a:—,z) < vy(a + 2). Moreover, the set {1 + a:,? |z € Z,} equals the set {z” € Qp,v,(2") <

vp(a + 2)}. Therefore, v(D(a, 1)) = D(ya, p?»(@+D) is the closed disc of radius > p* if ca + d €

DLy
If ca+d € Z), then cz +d € Z; by ([2.36), so v,(vz) = —vp(c), hence the image of D(a,1) by v is
contained in {z € Q,,v,(z) = —v,(c)}. Since
= 2
ETe= (cz 4+ d)(ca+ d)

and cz +d,ca +d € Zy, it follows that |yz —~yal, = |z —al, < 1, so vz € D(ya,1), hence

_dc _ab>, we get v~ 1(D(ya, 1)) C D(a, 1)
since —c(ya) + a = (ca+d)~" € ZY, so D(ya, 1) C 7(D(a,1)). We dedude that v(D(a, 1)) =
D(ya,1) C{z € Qp,vp(2) = —vp(c)} if ca +d € Z). O

v(D(a, 1)) C D(ya, 1). Similar, by considering vy~ = (

Lemma 2.2.14. Let r € N> and n € N* such that —r +1 < —n < —1. Let v € To(p"). The
linear fractional transformation of v on P*(Q,) has the following properties:

i) v permutes the family of closed discs of radius 1 in {z € Qp,v,(z) = —n}. Moreover, if
oo € Z), then v maps the disc D(p~"ag, 1) onto the disc D(p~" B, 1) for some By € Z, such
that % is a square modulo p"~™ (note that r —n > 0 since —n > —r + 1). In particular, if
—[5] < —n < -1, then % 18 a square modulo p™.

Conversely, for any oo, Bo € Z,; such that % s a square modulo p"~", there exists a matriz
v € T'(N)NTy(p") mapping the disc D(p~"ap,1) onto the disc D(p~" By, 1), where N € N*

such that (N,p) = 1. If moreover —[5] < —n < —1, then r —n > n and we can reduce to the

condition % s a square modulo p™.

i) If moreover v € T'1(p"), then v preserves closed discs of radius 1 in {z € Qp,vy(2) = —n}

if =[5] < —n < —1 with r > 2, and v maps a disc D(p~"ap,1) for ag € Z) onto the disc
D(p~"Bo, 1) for some By € Z,5 congruence to ag modulo p"~" if —r+1 < —n < —[5] — 1 with
r>3.
Conwversely, for any oo, Bo € Z, such that ag = fo (mod p"~") with —r +1 < —n < —[5] 1,
there is a matriz v € T(Np") mapping the disc D(p~" g, 1) onto the disc D(p~" o, 1), where
N € N* such that (N,p) = 1. Note that the disc D(p~" 0o, 1) depends only on the congruence
class of Bo modulo p™, and r —n <n if —n < —[5] — 1.

Proof. i) Consider r,n € N* such that —r +1 < —n < —1 and 7y = Z) € To(pn). It

a € Q, such that v,(a) = —n, then vp(a) < —1 < 0, so the disc D(a,1) is contained in
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ii)

{z € Qp,vp(2) = —n}. If z € Qp such that v,(2) = —n, then v,(cz) = v,(c)+vp(2) > r—n > 1.
Since v € T'o(p") and r > 1, it follows that plc, so (a,p) = (d,p) = 1, hence cz +d € Z,; and
vp(az) = vp(2) = —n < =1 < 0 < v,(b). Therefore, v,(az + b) = v,(az) = —n. We get

op(72) = vy (Z

- m) = vp(az +b) —vp(cz+d) = —n.

Therefore, 7 preserves the set {z € Qp,vp(z) = —n}. We have

Z—

rEmae= (cz+d)(ca+d)

We have seen that vy(cz + d) = vp(ca +d) = 0 if v,(2) = vp(a) = —n, so vz € D(va,1)
if 2 € D(a, 1), hence y(D(a,1)) C D(ya,1). Similar, y~1(D(ya,1)) C D(a,1). Therefore,
v(D(e, 1)) = D(yer,1). We conclude that v permutes the family of closed discs of radius 1 in
{z € Qp,v,(z) = —n} for any n such that —r +1 < —n < —1.

Consider ag € Z,;, then v maps D(p~"ap, 1) onto D(y(p~"ap), 1) = v(p~ ") + Zp. We have

—n ap”"ao+b  _ . aocg+bp" —m  0QQ
= = cpn—"0 .7 2.37
Y(p~ ") oo rd P arantd P ragrd T (2.37)
since cp™"ap + d € Zy . Therefore, v(D(p™"ap, 1)) = D(p~"fo, 1) for Bo = =373+ Since

p"le, it follows that cp™™ag + d = d (modp"~™). On the other hand, since ad = 1 + be =
1 (modp"), we have cp~"ag + d = a~! (mod p"~"). Therefore, By = a?ap (mod p"~"), so 5L is
a square modulo p"~". If —[§] < —n < —1, then r —n > n, so % is a square modulo p”.
Conversely, suppose ap, 8o € Z, such that % is a square modulo p"~". By Chinese remainder
theorem, since (N,p) = 1, we can choose a € Z N ZS such that a = 1(mod N) and a® =
’B—O(modp“”). Since “g¢ = L (modp™=), letting ‘“‘" = L4 apr for € Z,. Since
(a Np) = 1, we can choose ¢ € Z such that ¢ = p" - (modp””), ¢ =0(modN) and ¢ =
1 (mod a). Then Np"|c and (a,¢) = 1. Hence (a, Np ¢) = 1. Taking d € Z such that

ad = 1(mod Np"c). Letting b = Lc_l € Np"Z, then the matrix v = (Ccl Z) belongs to
£ 0T

By , ~ maps D(p~"ap, 1) onto D(p _”C#ﬁ)ﬂl, ). By the construction, p™|(z—cp~"ayp),

sop \(acpr " —cp~"ap), hence ¢ = L4 ep~ap (modp”). Since p”|c and c|(ad —1), it follows
that 1 = d(modp"). Therefore, “ﬁ% = d+ cp"ap (modp”). So =i = By (modp”),
hence mod p™ since r > n. We obtain that p’"cp,arﬁ% € p "B+ 7Z,. We get

_ ac _ acp _ _
D(p " ot 1) = p O Ty = p "y + 2,y = D(p "By, 1),
P cp~"ag +d b cp*"ao+d+ p =P "ot Ly (p™"Bo. 1)

We conclude that v maps the disc D(p~"ay, 1) onto D(p~"fo, 1).

If —[5] <-n < —1and ag is a square modulo p™, we construct as above accept the number

2_50(

a is chosen so that a mod p™) and the number ¢ satisfies ¢ = p2” = (mod p"*t7), where

x € Z, is given by ao‘“ = 7—|—xp Then ¢p™"ag = p™x (mod p"), so cp~ ao = 0 (mod p") since
r > n, hence cp_‘“% = 990 = a2 = fy (mod p™). Therefore, P mrasta €0 "Bo+ Lp.
Suppose v € I'1(p") and a € Q, such that v,(a) = —n. We have
b — —d)+b
7a—a:aa+ —a:a( cata—d)+ . (2.38)

co+d co+d

We have seen that ca 4 d € Z). Since a = d = 1 (modp"), vy(a —d) > r. Since vp(—ca) =
vp(c) +vp(a) > r—n, it follows that v,(—ca+a—d) > r —n, so v,(a(—ca+a—d)) > r—2n.
Hence v,(ya — @) > min (r — 2n,0). Therefore, ya = o (mod p™in(7=27.0)),

If —[£] < —n < —1, then r — 2n > 0, so ya — @ € Zj, hence

v(D(a, 1)) = D(ya,1) =vya + Z, = o+ Z, = D(a, 1).
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If —r+1< -—n < —[5] =1, then 7 —2n < 0, so ya = a(modp™=2"). If a = p~"ay for
Qg € Zy, then yao = p~" 3y for some Sy € Z, such that Sy = ag (mod p"~"). The image of the
disc D(p~"ayp, 1) by ~ is the disc D(ya, 1) which is D(p~" 8, 1).

Conversely, consider —r +1 < —n < —[5] — 1 and ap, B € Z; such that ag = By (modp™").
In the proof of part i), we have constructed a matrix v = (Z Z) € I'(N)NTy(p") mapping

the disc D(p~ ", 1) onto the disc D(p~ "B, 1), where b € Np"Z and the entry a is chosen so
that @ = 1 (mod N) and a? = g—g (mod p"~™). Since ag = fp (mod p”~™), we can choose a such
that ¢ = 1 (mod p"), then v € T'(Np").

The lemma is proven. O

Consider the congruence subgroup I' such that I'y(N) NTy(p") C T' C T'o(N) N Ty (p"), where
(N,p)=1and r > 1. For p € Do(P*, L),y €T and o € Q,, we have

M|O,~/—1(1D(a,1)) = /”'(]lv(D(a,l))) - M(]ID(oc,l))v (239)
Poy—1(1D(oo,2r)) = (1 (D(0o,2r))) = (LD (oo,2r))-

Since v € I' C Ty (p"), by part ii) of Lemma [2.2.14] we have

Ho,7—1(1D(a,1)) =0 (2.40)
if =[] <wvp(a) =: —n < =1, and for any ag € (Zy/p"Zy)*™,
Z Hoy—1(LD(p=np,,1)) =0 (2.41)

Bo€(Zy [p"Zyp)* ,Bo=cro (mod pr—7)

if —r+1 < —n < —[§] — 1, since v permutes the family of closed discs D(p~"f,1) for By =
ap (mod p™~™). Since Z, and the set {z € Q,, —r + 1 < v,(z) < —1} are invariant by v by Lemma
2.2.14}), it follows that ~ preserves D(oo,r) which is the disjoint union of D(oo,2r) and closed discs

of radius 1 in {z € Q,, —2r < v,(z) < —r}. So

H]o,y—1(LD(s0,2r)) + > Hor—1(1D(a1)) = Higr—1(1D(00,r)) =
D(e,1)C{z€Qp,—2r<vp(z)<—r}

Therefore, by (2.35), (2.40), (2.41), (2.42)), the image via (2.34) of the subspace of Dy(P!, L)

generated by distributions p, 1 for p € Do(PL,L) and v € T is contained in the space of all
(Toos (za)) € Lx ]I L such that

D(e,1)CQ,
Too + > To =0, (2.43)
D(e,1)C{z€Qp,—2r<vp(z)<-r}
2o =0 if D(a,1) =7, or— [g] <wya) < -1, (2.44)
Z Tp-ng, =0 forall ag € (Z,/p" "Zp)™ (2.45)

Bo€(Zyp/pmLp)*,Bo=co (mod p™—™)

and all n € N* such that —r +1 < —n < —[§] — 1. We show that this image is all of such
(oo, (Ta))’s.

Since the set {z € Qp, —r + 1 < v,(z) < —1} and Z,, are stable by the action of I'g(p”) by Lemma
2.2.14}), the complement D(oco,r) in P'(Q,) is also stable by I'o(p"). Therefore, the values of
Dy(P*, L)}, r—1 at functions supported in {z € Qp, —r +1 < v,(2) < =1} (resp. D(oo,r)) depend
only on the restrictions of Dyo(P!, L) on these subsets of P1(Q,).

We partition D(oo,r) by D(o0,2r) and the two following families:
Fi={D(a,1)| D(e,1) C {z € Qp, —2r < vp(2) < —r}},
Fo={D(a,1)| D(a,1) C {z € Qp,vp(2) = —1}}.
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Putting 73 = {D(a,1)| D(a,1) C {z € Qp,vp(2) < —2r}}. The family of closed discs of radius 1
in {z € Qp,vp(2) < —r}is Fr UF U Fs.

The characteristic functions of D(co,2r) and all discs in F; U Fp U F3 are linear independent in
Ao(P!, L) since all discs in F; U Fp U F3 are pairwise disjoint. Let Ey denote the subspace of
Ao(PL, L) with the basis consisting of these characteristic functions. Let E C Ay(P!, L) be the
subspace consisting of functions supported in D(oco,r), then Ey C E. Note that every L-linear

form on Ej is automatically continuous since the families F7, F> are finite and every subspace
Ao(P*, L)[7] of Ag(P', L) for 7 € |C)],,7 < 1 does not contain an infinite number of discs in Fs.

Fix a disc Dy € Fo.

For each disc D € Fi, taking a matrix vp € I'(N) N T'y(p") C T’ mapping D into Dy as in
Lemma [2.2.15f) below. Then v5'(Dy) contains D. So the image of D(co,2r) and every disc in
F1 U(F\{Do}) U Fs by v, are disjoint from D. Defining the L-linear form p/, on Fy by

ILL/D(]]'D(OO727‘)) = Oa NJID(]]'D) = 713
H/D(]]-D(a,l)) =0 for any D(Oé, 1) € F3UF U fl\{D}

By [Schnl, Corollary 9.4], we can extend p/, to a continuous L-linear form pp on E such that up
is 0 outside D. Then

for any D(«,1) € (F1\{D}) U (F2\{Do}) U Fs.
The L-linear form pl_ on Ey given by

H’f)o(]]-D(oo,Zr)) - 717 ,u:)o(]]'D((x,l)) =0 for anyD(a, 1) e F1UF UFB-

can be extended to a continuous L-linear form o, on F such that p. = 0 outside D(oo,2r) by
[Schul Corollary 9.4]. Writing the center of the disc Dy by p~"z( for xo belongs to a congruence class
of Z, modulo p". Defining ¢y = Np"c for some ¢ € ZN Z, such that ¢ = fN’lxgl (mod p").
Then

-1 1 -1

—Tr

co  Npre - Ney

Since 1\77616 = xo (mod p"), it follows that D(Z—Ol7 1) = D(p "x0,1) = Dy. Let yoo € T(N)NT1(p")
such that its lower left (resp. right) entry is ¢g (resp. 1). By Lemma [2.2.13] the image of Dy by Yoo
is D(o0,2r). So the image by 7o of D(00,2r) and every disc in F; U (F2\{Do}) U F3 are disjoint
from D(oc0,2r). We obtain

(Hoo) 0,7 =1 (1D (00,2r)) = Hoo (L (D(o0,2r))) = Moo (ID(oo,2r)) =0 — (=1) =1,
(H00) 10,700 =1 (1Dg) = Hoo(Ly (Do) = Hoo(1Dg) = oo (ID(00,2)) = Hoo(lpy) = =1 =0 = —1,
(100) 10,700 1 (1D(a,1)) = Moo Ly (D(a1))) = Hoo(ID(a,1)) =0 —0=0
for any D(«,1) € F1 U (Fa\{Do}) U Fs.
For each disc D’ € Fo\{Dy}, taking a matrix yp, € I'(N) N T1(p") mapping D’ onto Dy as in
Lemma [2.2.15}i) below. Defining the L-linear form p{, on Ey by

,U/E)(]lD(oo,?r‘)) = 0> :ué)(]lDo) = 17
116(Lp(a,1y) =0 for any D(a,1) € F1 U (F\{Do}) U Fs.

Extending u(, to a continuous L-linear form po on E such that o = 0 outside Dy by [Schnl, Corollary
9.4]. Since vp/(D') = Dy, the image by vps of D(c0,2r) and every disc in F; U (F2\{D'}) U F3 are
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disjoint from Djy. We obtain

(101075 —1(ID(oo,2r)) = t0(Ly,, (D(s0,20))) — H0(LD(s0,2ry) =0 —0=0,

(10) 10,y —1(Lp7) = po(Ly,,(p1)) — po(1p) = po(lp,) — po(lp) =1 —-0=1,
(10)10.vpr —1(1Dy) = po(Ly,, (Do) — 0(1p,) =0 —1=—1,

(10)10.vpr —1(LD(a,1)) = po(Ly,, (D(a,1))) — Ho(L1D(a,1) =0—0=10

for any D(«,1) € F1 U (F2\{Doy,D'}) U Fs.

For each (z,) € [] L, defining the L-linear form p' (m ) on Eq by

D(a,1)eFs3
1F3 _ 1F3 _
Wiy (ID(oo2r)) =0, 1 (ma)(]lD(a,l)) =0 for any D(a, 1) € Fy U Fo,

M’(J;Sa)(]lD(aJ)) = —x, for any D(a,1) € F3,
and extending it to a continuous L-linear form p(];f'a) on E such that ,u( = 0 outside D(o0, 2r)
by [Schnl, Corollary 9.4]. Take a matrix vz, € T'(IN) NT'1(p") such that the p-adic valuation of its
lower left entry is 7. Then vz, € T'. The set D(c0,2r) and all discs in F; U F3 are mapped by vz,
into the set {z € Qp,vy(2) = —r} by Lemma The discs in Fy are mapped by vz, either
onto D(co,2r) or into the set {z € Qp, —2r < v,(z) < —r} by Lemma Therefore,

M(];SQ)(L;?,(D(OO,QT))) = M(];l)(llwg(p(m))) =0 for any D(a,1) € FiUFp U F3.

We get

(ILL.(};;SQ)>|O,’Y}‘3*1(]1D(OO,2’I")) = Méga)(ﬂvfs(D(m,2r))) — N(J;sa)(]lD(oo,Qr)) =0—-—0= O7

(N(J;sa))|o,»y;3—1(]lD(a,1)) = M(];f'a)(ﬂyf3(D(a,1))) - MZ;BQ)(ILD(a,l)) =0-0=0 VD(a,1) € FL U F3,
(/L@SQ))|0,"/F3—1(]]-D((X,1)) = #(];f’a)(]lyfg(D(a,l))) - Hgf’a)(]lD(aJ)) =0- (*ma) = Ta VD(aa 1) € F3.

Let F4 be the family of closed discs of radius 1 in {z € Qp,—r +1 < v,(2) < —1}. Let Fy C
Ao(P', L) be the subspace with the basis consisting of characteristic functions of all discs in Fy.
Let F C Ao(P!, L) denote the subspace of functions supported in {z € Q,, —r + 1 < v,(z) < —1}.
Then Fy C F. Every L-linear form on Fj is automatically continuous since Fj is finite dimensional.
For n € N* with —r +1 < —n < —[f] — 1, fix a representative o € Z, of each congruence class
in (Z,/p""Z,)*. For each By € (Z,/p"Z,)* such that Sy = ap (modp™~") and By # ap (mod p™)
(so that D(p~"Bo, 1) # D(p~"ayp, 1)), take a matrix g, € I'(Np") C T mapping D(p~ "5y, 1) onto
D(p~"ap,1) as in Lemma i). Then the image by ~g, of every disc in F, different from
D(p~"Bp, 1) is a disc in Fy different from D(p~"ap,1) by Lemma Defining the L-linear
form pu;,, on Fy by

too (LD(p-700,1)) =1, iy (Ip(a,1y) =0 for any D(a, 1) € Fy\{D(p " ap,1)}.

Extending yy, to a continuous L-linear form p,, on F' by [Schnl, Corollary 9.4]. We have

(:U‘Oéo)|o,’m0—1(]]-D(p_",Bo,1)) = Mao(]]-D(p—"ao71)) - :uOéo(]]-D(p—"ﬁo,l)) =1-0=1,
(Koo )lo.vso ~1 (LD (p=ma0,1)) = Hao (Lys) (D(p—7a0,1))) = Hao (LD(p=na,1) =0 = 1= =1,
(Hao)lovsy—1(1D(as1)) = Hao Ly, (D(er1))) = Bao(ID(a,1)) =0—0=10

for any D(«,1) € FA\{D(p "0, 1), D(p~ "B, 1)}.

Now let (oo, (20)) € Lx  J] L satisfying the conditions (2.43)), (2.44]), (2.45)). The conditions

D(a,1)CQp
2.43) rewrites zoo + > zo = 0. Consider the distribution pu € Do(P!, L) defined by
D(a,1)EF1UF2

1= (1 lory—1 + Too(loo)lov—1 + D 20(D) g0t g+ D 2D (H0) g
DeF D'eF2\{Do}
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on D(oo,r), and

r—1

Z Z Tp—ng, (Mao)Io,'ygofl

n=[5]+1 ao€(Zy/p"~"Zp)* BoE€(Zy/P"Lyp)* ,Bo=ao (mod p™—"),BoZao (mod p™)

on {z € Qp,—r+1<w,(z) < -1}, and = 0 on Z,. Then p € Dy(P*, L), r—1 and it is checked
easily that

(1D(so,2r)) = Too, (1p(a,1)) = 2o for any D(a, 1) C Q.

We conclude that the image of the subspace of Do(P!, L) genereted by Dy(P, L )lo,r—1 Via @ is
all of such (2, (24))’s. For each n € N*, every closed disc of radius 1 in {z € Q,, v,(z) = is
of the form D(p~"3,1) for § runs through a complete set of representatives of (Z,/p"Z,)*. The
dimension of Ho(I',Do(P!, L)) if T1(N)NT1(p") C T C To(N)NT1(p") is thus

r—1

L+1+ Z (Zo/D"Zo) |+ D T/ " Zp)*| = plE) 4 p7 I,
n=[5]+1

ETi(N)NTo(p") C T' C To(Np"), by Lemma ), if n € N* with —[f] < —n < —1, then
I permutes the family of discs D(p~" B, 1) for By € Z,5 such that g—‘; is a square modulo p", for
each one of two equivalence classes up to square multiple of congruence classes ag € (Zp,/p"Zp)*
if p#2orp=2andn > 1, while if p = 2 and n = 1 there is only one class ag € (Z,/p"Z,)*

if —r+1 < —n < —[5] -1, then T' permutes the family of discs D(p~" o, 1) for By € Z; such
that 5—2 is a square modulo p"~™, for each one of two equivalence classes up to square multiple of
congruence classes oo € (Zp,/p" "Zp)* if p# 2 or p=2 and —n > —r + 1, or only one equivalence
class if p = 2 and —n = —r + 1. Note that the group (Z,/p"Z,)* = (Z/p"Z)* is cyclic of order
p"~(p—1) for any n € N*, and this order is even if and only ifp ;é 2orp=2andn > 1.

Combining with (2.35) and (2.42)) we deduce that the image via of the subspace of Dy(P!, L)

generated by Dy (P L)|O)p 1 is contained in the space of all (2o, (asa)) €Lx ][ L suchthat
D(a,1)CQy

To =0 if D(,1) =2Zp, Zoo+ > To =0, (2.46)
D(a,1)C{2€Qyp,—2r<vp(z)<—7}

> Tp-ngy =0 (2.47)

Bo€(Zy /p™ Ly )X,ao is square (mod p™)

for any equivalence class up to square multiple of congruence classes ag € (Z,/p"Z,)* and any
n € N* such that —[§] < —n < —11if r > 2, and

Z Ty ngy =0 (2.48)

Bo€(Zy /p”Zp)>< £0 jgsquare (mod p”—")
for any equivalence class up to square multiple of congruence classes ag € (Z,,/p" "Zy,)* and any
n € N* such that —r +1 < —n < =[] = 1if r > 3.

By the converse part of Lemma [2.2.141) we can explain as above to imply that the image via ([2.34))
2.46)

of the subspace generated by Do(P', L), r—1 is all of (2o, (x4)) satisfying the conditions (2.46
, . Therefore, the dimension of Hy(T', Do(P!, L)) if p # 2 is

1+1+22+ Z 2 =2,

n=[5]+1
while if p = 2 the dimension is

(£] o 2 ifr =1,
L1+ (14D 2)+(1+ > 2)=<3 ifr =2,
n=2 n=[L]+1 2r —2 ifr > 3.
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If ' = SLy(Z), then T D T'y(p). By (2.34) we have the following isomorphism:

Do(P',L)/Do(P, L) o1 =L x ] L (2.49)
D(e,1)CQy

= (ﬂ(]lD(oo,Q))» (.u(]]-D(a,l)))D(a,l)CQp)'

By ({2.46)), the image of the subspace of Do(P', L) generated by Dy(P', L)}, ry(p)—1 by (2.49) is the
space of all (zeo, (xo)) € Lx ][] L such that
D(e,1)CQyp

Tz, = Too + > T =0, (2.50)
D(o,1)C{z€Qp,vp(2)=—1}

where xz, corresponds to the disc Z, = D(0,1). Since P'(Q,) is partitioned by Z,, D(c0,2) and
the set {z € Q,,v,(z) = —1}, for any pu € Do(P', L) and v € SLy(Z), we have

toy-1(1z,) + Hyoy—1(1D(co,2)) + > Hoy—1(1pan)
D(a,1)C{2€Qyp,vp(2)=—1}

= poy—1(Ip1(g,)) = M(Ly@r(@,))) — #(lp(g,)) =0.

Therefore, the image of the subspace of Dy(P!, L) generated by DO(IP’17L)|O’SL2(Z),1 by 1| is
contained in the space of all (o, (24)) € Lx  [] L such that
D(a,1)CQp

vz, + 500 + 3 S (2.51)
D(a,1)C{2€Qp,vp(2)=—1}

and this image contains all (zo,(z)) satisfying (2.50). Since the image of Z, by a matrix
0 1
-1 0
on the subspace of Ag(P', L) generated by the characteristic functions of Z, and v(Z,) so that
Moy—1(1z,) = u(lyz,)) — u(lz,) # 0, and extending p to a continuous L-linear form (which we
still denote by 1) on Ag(P!, L) by [Schnl, Corollary 9.4] to have a distribution p € Do(P!, L) such
that g, ,—1(1z,) # 0. We conclude that the image of the subspace of Dy(P', L) generated by
Do(P', L)y s1,(2)—1 by (2.49) is the space of all (2o, (o)) € Lx  J] L satisfying (2.51)). So

v € SL3(Z) can be different from Z, (e.g. v = )), we can define an L-linear form u

D(c,1)CQp
the dimension of Ho(SLa(Z), Do(Pt, L)) is 1.
We finish the proof of theorem by proving the following lemma:
Lemma 2.2.15. Let N,r € N* with (N,p) = 1.
i) For any closed disc Dy C {z € Qp,v,(2) = —r} of radius 1 and any closed disc D C {z €
Qp, —2r < vp(z) < —r} of radius 1, there exists a matriz v € I'(N)NT1(p") such that v maps
D into Dy.
i) For any two closed discs Do, D of radius 1 in {z € Qp,v,(z) = —r}, there exists a matric

v € T(N)NT1(p") mapping D onto Dy.
Proof. i) Let D = D(p~"""x,1) and Dy = D(p~"y,1), where x,y € Z,; and n € N such that
0 < n < r. We choose ¢’ € Z such that

n
/ —D
X

1
c +§(m0dpr), ¢ =0 (mod N).

Putting ¢ = p"¢, then ¢ = 0(mod Np"). Taking a,d € Z such that a = d = 1 (mod Ne¢),
then @ = d = 1 (mod Np") and ad = 1 (mod Nc). Letting b = 2= € NZ, then the matrix
v = <UCL Z) belongs to I'(N) N Ty (p").

We check that v maps D into Dy. We have

ap™"""r+b ar+ 't
cp~mmx4+d  cx+prtrd

—r—nm

Y(p~T ) =
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ii)

Since vy(cz) = vp(c) = 17 < 17+ n = v,(p"T"d), we have v,(cx + p"t"d) = v,(cx) = r, so
cm]—gif;i:f"d € p"Zy C Zy. Therefore,

axr

D(y(p™""x),1) =~(p7" ") + Zp = ot pnd T L.

Since
ar ax ax

— — T
cx +prtnd  prdx 4+ pritnd P dx+prd

and since
ax _ T
dr+prd  dx+pn

=y (modp")

by the construction of ¢/, we imply that D(y(p~" "z),1) = p~"y + Z, = Dy. By Lemma
2.2.12] the radius of (D) is strictly less than 1, so

¥(D) C D(y(p~" " "x),1) = Dy.

Suppose D = D(p~"z,1) and Dy = D(p~"y, 1) for z,y € Z,. Choosing ¢’ € Z such that
d =y ' -z ' (modp") and ¢ = 0(mod N). Putting ¢ = p"¢’, then ¢ = 0 (mod Np"). Taking
a,d € Z such that a = d = 1 (mod N¢), then ¢ = d = 1(mod Np") and ad = 1 (mod Ne¢).

Z) belongs to I'(N) N Ty (p").

Since c¢(p~"x) +d = cr+1 =2y~ ! (modp”), we imply that c(p~"z) +y € Z, . By the proof
of Lemma [2.2.13| we deduce that v maps D onto the disc D(v(p~"z),1). We have

Letting b = L{jl € NZ, then the matrix v = (a
c

ap”"r+b . ax b ax

-

W L0 ep -2 1z
cp~rr+d b c’x+d+cp—rx+d booeya ™

V) =

since cp™"x +d € Z;. On the other hand, since ;5% = ay = y(modp"), it follows that
v(p~"x) € p~"y + Zy. Therefore, v(D) =p~"y + Z, = Dy.

The lemma follows. O

The theorem is proven. O

2.3 Admissible distributions on P'(Q,)

If u € Dr(P'), then p is uniquely determined by two distributions pi,us on Z,, where u; is the
restriction of p on Z, and ps is defined by

pl = [ E()anta),

where D(00,0) = {z € P1(Q,),v,(z) < 0}. These two distributions are related by

M1z (f) = M2z (Zkf<1>)

z

for any analytic function f on Z.

Definition 2.3.1. For u > 0, we say that a distribution u € Dy(P) is u-admissible or of order < u
if the distributions p1, ua defined above have order < w as distributions on Z,. We denote the set of
u-admissible distributions in Dy(P*) by Dy(P1)<,.



Chapter 3

Overconvergent modular symbols

In this chapter, we study overconvergent modular symbols initiated by Glenn Stevens which give
a powerful tool to study p-adic L-functions attached to modular forms, which will be discussed in the
next chapter. In Section we introduce the general notion of modular symbols. Then we define
the action of Hecke operators on modular symbols, especially the important operator U,, as well as
the notions of slopes and slope decompositions which are considered mainly for Up,. In Section we
investigate classical and overconvergent modular symbols with values in Dy(Z,), and their relation via
the specialization map. We state the slope decompositions for the latter modular symbols. Section is
devoted to study overconvergent modular symbols with values in Dy (PP!), which is one of the innovations
of this thesis.

We fix an integer k in this chapter.

3.1 Abstract modular symbols

3.1.1 Modular symbols and Hecke operators

The notion of modular symbols is defined in [AS86].

Let Ay = Div®(P'(Q)) denote the abelian group of divisors of degree 0 on P*(Q). The linear fractional
transformations of GL2(Q) on P1(Q) gives Aq the structure of Z[GL2(Q)]-module.

Let T' be a congruence subgroup of SLy(Z) and V' be a right Z[[']-module. The group of additive
homomorphisms Hom(Ag, V') is endowed with the structure of a right I'-module given by

(¢17)(D) := ¢(vD)},
for ¢ € Hom(Ap, V),v € T and D € A.

Definition 3.1.1. A group homomorphism ¢ € Hom(Ag, V) is called a V-valued modular symbol on T
if ¢y = ¢ for any v €T, i.e.,

(,ZS(’YD) = d)(D)I,y—l forallv eI, D e Ag.
We denote by Symbr (V') the space of all V-valued modular symbols on T'.

If V is an R[['}]-module for R a commutative ring with identity, then Symby (V) has the natural
structure of R-module.

By [ASS86l, Proposition 4.2], for H denotes the Poincaré upper half plane and V is the associated locally
constant sheaf of V' on the modular curve H/T', there is a canonical isomorphism

Symbp (V) = HY(H/T, V)

if the order of any torsion element of I" acts invertibly on V.
If ¥ C SLy(Z) is a monoid acting on V and containing the group I' and a matrice s, we define the
action of the Hecke operator [['sI'] on Symbp (V') given by the double coset I'sI:

Grsr) = Y _ Bjs,» where I'sI'=| | T's;.

41
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If ((1) (l)) € ¥ for a prime number /, then we denote by 7} the Hecke operator acting on Symby. (V') given
0

by the double coset T’ (1

0 l) T'. For example, if ' =T4(N) and [ / N, then

o 1) “=° No 1

iy =¢’<l O) +i¢|<1 a)-

If [ divides the level of I', we write U; instead of T; and we have

a=0 0 1

-1
P, = Zﬂ (1 a)'
The Hecke operator U, will play an important role in this thesis.
If ((1) _01) normalizes I, then the operator T, := [F ((1) _01
of this matrix and this action is an involution. When 2 acts invertibly on V', we have a decomposition

) F} acts on Symbp (V') by the action

Symbp(V) = Symbp (V)" @ Symbp (V)™
into +1-eigenspaces for Tho-action, given by ¢ = ¢ + ¢~ for ¢ € Symbp(V), where

¢i=;(¢i¢|<1 0>)

0 -1
. . . . . (1 0
The operator T, is commutative with all Hecke operators T; and U; since the matrix 0 —1 commutes

with ((1) ?) for any 1. Therefore, the subspaces Symbp(V)* are stable by the actions of T; and Uj.

3.1.2 Slopes and slope decompositions
Definition 3.1.2 (Slopes). Let h be a rational number.

i) We say that a polynomial P(X) € L[X] has slope < h (resp. < h) if all its roots in Q, have p-adic
valuation < h (resp. < h). The polynomial P is said to be of finite slope if it has slope < h for
some h € Q (i.e., P(0) #0).

it) If M is an L-vector space with an endomorphism named U acting on it, we define its subspace of
vectors of slope < h (resp. < h), denoted by MUYS" (resp. MUY<") as the sum of the subspaces
ker P(U) where P runs among monic polynomials of slope < h (resp. < h). A wvector in M is said
to be of finite slope if it has slope < h for some h € Q. Slope of a U-eigenvector is defined by the
p-adic valuation of its eigenvalue.

The notion of slope decompositions is introduced by Ash and Stevens, we follow [Urb] for its definition.

Definition 3.1.3 (Slope decompositions). Let M be a vector space over L and let U be a linear en-
domorphism of M. A < h-slope decomposition of M with respect to U is a direct sum decomposition

M = M ® M5 such that
i) My and My are stable under the action of U.
ii) My is finite dimensional over L.
iii) The characteristic polynomial of U on My has slope < h.

iv) For any polynomial Q € L[X] of slope < h, the restriction of Q(U) to My is an invertible endo-
morphism of Ma.

We denote MYS" for My and MUY>" for M,. The subspace MUS" is defined in Definition z) Note
that the subspace MU>" is bigger than the subspace of vectors of finite slope > h.
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By a generalization of a result of Serre (see [Ser, Proposition 12] and [Buz, Theorem 3.3]), we imply
that any compact endomorphism of a Banach space admits a < h-slope decomposition for any A, or more
general for any compact operator on a compact Fréchet space, in the sense of [Urbl §2.3.12].

The notions of slopes and slope decompositions will be considered mainly for the operator U, on
classical and overconvergent modular symbols. When we talk about the slope of a modular symbol
without mentioning operator acting on it, we mean U,-slope, e.g., we write Symbr (Dx(Z, )k for
Symbp, (Di(Z,)) 0",

3.2 Classical and overconvergent modular symbols with values
in Dk (Zp)

In this section, we define the classical and overconvergent modular symbols with values in Dy (Z,),
endowed with an action of U, as well as the specialization map between them. This map gives us an
isomorphism when restricted to the subspace of small slope (see Theorem . We formulate the slope
decompositions of overconvergent modular symbols with values in Dj(Z,) in Proposition

Throughout this section, let I' C SLy(Z) be a congruence subgroup of level prime to p. We put
Lo =T NTo(p).

For k € N, since I'y C Xy(p), it acts on the space Dy (Z,) of p-adic distributions on Z,, and on the
L-dual V;; of the space Py C L[X] of polynomials of degree < k with coefficients in L, by the weight k
actions defined by (L.7). The space of modular symbols with values in Vj (resp. Dy(Z,)) is called the
space of classical (resp. overconvergent) modular symbols.

The natural inclusion P, — Ai(Z,) induces the 3¢ (p)-equivariant dual map py : Dk(Z,) — Vg, then
induces the map

pr : Symbp, (Dy(Zp)) — Symbp, (Vi)
which is equivariant for Hecke operators and which we call the specialization map.

Theorem 3.2.1 (Stevens’s control theorem). The specialization map
k- Symeo (Dk(Zp)) — Symbpo (Vk)

is surjective. Moreover, its restriction to the subspace of U,-slope < k + 1 is an isomorphism

pk : Symbp, (Dy(Z,))<F ! = Symbr, (Vg )<k+L,

Proof. See [PS11l, Theorem 5.1] for surjectivity, see [Stel, Theorem 7.1] or [PS13| Theorem 5.4] for the
isomorphism on small slope subspace. O

A well-known result of Manin says that Ag is a finite Z[I']-module for any finite index subgroup
I’ C SLa(Z) (see [Man]), so Ao is finite Z[['o]-module. For each r € |C|,,r < p, since I'y acts isometrically
on Dy (Zy)[r] by Corollary L we get the space Symbrp (Dx(Zy)[r]). The action of Xy (p) on Dy (Zy)[r]
induces the action of U, on Symbp (Dy(Zy)[r]). The r-norm || - ||, on D(Z,)[r] induces the r-norm ||-||,.
on Symbyp, (Di(Zy)[r]) given by

[, = sup [[@(D)],
DelAg

note that ||®(yD)|, = [[®(D)|. for any v € I'g and D € Ag since ®(yD) = ®(D)},-1 and 'y acts by
isometry on Dy(Zy)[r]. Then Symbr (Dy(Z,)[r]) becomes a Banach space and it can be embedded to a
product of finite copies of D(Z,)][r] indexed by a finite family of generators of Z[I'g]-module A,. Since
Dy(Z,) is the projective limit of Dy(Z,)[r]’s for r € |CX|,, where the transition maps D (Z,)[rs] —
Dy(Z,)[r1] are injective, compact (by Lemmae _ i and Xg(p)-equivariant for any ro < 11, we
have

Symbr, (De(Z,) = lm  Symby, (Di(Z,)[r])

re|C) |p,r<p

and the transition maps are injective, compact and U,-equivariant. So Symbr, (D(Z,)) has the structure
of a Fréchet space endowed with the family of norms {| - || : » € |C)[,,r < p}.
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Proposition 3.2.2. The Hecke oparator U, on Symby (Dx(Zy)[r]) is compact for any r € |C)|,,r <p.
Proof. Recall the action of U, on Symby, (Dy(Z,)[r]):

p—1 p—1
(I)|Up (D) = Z(bl’Ya (D) = Z (b(’yaD)lk'Yrﬂ
a=0 a=0

where @ € Symbr, (Dj(Z,)[r]). D € Ag and 5, = | "),
Since v, has determinant p and ®(v,D) € Dy(Zy)[r], the distribution (v, D)), belongs to Dx(Zy)[r/p]
by Corollary Therefore, ®;;, € Symbrp (Di(Zy)[r/p]). In other words, the operator U, factors

through

Symby, (Dk(Zy)[r]) —2 Symby, (Dy(Z,)[r/p]) — Symby, (Di(Z,)[1]),

where the second map is induced by the dual map Dy(Z,)[r/p] — Dr(Z,)[r]. Since the second map is
compact, U, is compact as an endomorphism of Symbr, (D(Z,)[r]). O

Proposition 3.2.3. For each h € Q>q, there is a < h-slope decomposition
Symbr, (Dk(Zp)) = Symbr, (Dy(Z,))=" & Symbr, (Dy.(Z,))”"

and similar for Symby (Dk(Z,y)[r]), where the space Symbyp (Dy(Z,))S" is defined in Definition z)
Moreover,

Symbry, (Dk(Z,))=" = Symby (Dy(Z,)[r]) ="
for any r € [C|p, 7 < p.

Proof. Tt follows by slope decompositions for compact operators on compact Fréchet spaces proved in
[Urbl Lemma 2.3.13]. Note that the Fréchet space Symby. (Dx(Z,)) is compact and the Hecke operator U,
on Symbr (Dy(Zy)) is compact by Proposition in the sense of [Urbl §2.3.12]. The last isomorphism
follows from [Urb, Lemma 2.3.13]. O

3.3 Overconvergent modular symbols with values in D (P!)

As mentioned at the beginning of Chapter [2} the consideration of P1(Q,) promises a more general
framework than that of Z,, so it is useful to study overconvergent modular symbols with values in Dy (P!).

We establish an exact sequence involving overconvergent modular symbols with values in Dy (P') in
Proposition Like the case of Dy(Z,) in Section there is also a Uj,-operator acting on these
overconvergent modular symbols. The difference is that this operator U, no longer admits the slope
decompositions, even the subspaces of bounded above slope are no longer finite dimensional (see Corollary
3.3.14). To get this result, we are led to the existence of a new operator V}, acting on overconvergent
modular symbols with values in Dy (Z,) on the right, and we realize that the composition V, o U, equals
p**11d on these modular symbols (see Proposition [3.3.11)). From this identity, we derive some corollaries
involving the operators Up,V, (see Corollaries [3.3.12] |3.3.14} |3.3.16] |3.3.17). We define some finite
dimensional Up,-stable subspaces of overconvergent modular symbols with values in Dy, (P') arising in an
exact sequence of modular symbols in Theorem [3.3.20

In this section, we consider the congruence subgroup I' = T'; (N) or T'g(N) for N prime to p. We put
'y =T NTy(p). Denote D(c0,1) = {z € P}(Q,),v,(z) < —1}, the complement of Z, in P'(Q,).

Lemma 3.3.1. For any finite index subgroup I' C SLy(Z) and short exact sequence
0=-Vi—=Vo—=V5=0

of I'-modules such that the order of any torsion element of I' acts invertibly on V;’s, there is a canonical
long exact sequence

0 — Symbp(V1) — Symbp(V2) — Symb (V) — Ho(T', V1) — Ho(T, Vo) — Hy(T, V3) — 0.
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Proof. We have seen that the space of modular symbols is isomorphic to the first cohomology group with
compact support of the modular curve. The result follows from the long exact sequence of cohomology
with compact support associated to a short exact sequence of I'-modules and the fact that

Ho(T,V;) = Ho(H/T',V;) = HZ(H/T, V)

by Poincaré’s duality, where V; is the locally constant sheaf associated to the module V; for i = 1,2, 3.
Note that H2(H/T',V;) = 0 since the real dimension of H/T is 2. O

Proposition 3.3.2. For any k € N, there is an ezact sequence compatible with Hecke operators:
0 — Symby, (D—_j—2(P', L)) (k + 1) — Symbp, (Dy.(P', L)) 2 Symby, (VI(L)) — 0

induced by the exact sequence in Proposition where (k + 1) means the action of a Hecke operator
[CosTy] for s € GL2(Qy) is twisted by (det s)*+1.

Proof. We apply Lemma [3.3.1] for the short exact sequence of I'p-modules in Proposition 2.2.4] with the
note that Ho(D_g_2(P!, L)) = 0 by Theorem [2.2.11 O

We denote Ag(D(c0,1)) the subspace of Ax(P') consisting of functions supported in D(co,1). A
function f € Ag(P') belongs to Ag(D(o0,1)) if fiz, = 0. Since I'o(p) preserves Z,, the weight k action
of To(p) on Ag(P!) stabilizes Aj(D(c0,1)), so it induces a weight k action on Ag(D(oc0,1)). We set
Di(D(o0,1)) the continuous dual of Ag(D(c0,1)), endowed with the right weight & action of T'y(p)
defined similarly to that on Dy (P') (see (2.5)). We get the space Symbp, (D (D(o0,1))). The restriction
map

res : Dy (PY) — Dy(D(o0, 1))
H = 4 D(o0,1)
on D(oo, 1) is Tg(p)-equivariant since it is the dual of the inclusion map Ax(D(00,1)) — Ag(Ph).
Consider the exact sequence of p-adic distributions
0 — Di(Zy) = Di(P) ™8 Dy(D(o0, 1)) = 0, (3.1)
where the first map is the extension map given by ext(u)(f) = p(fiz,) for p € Dy(Zy) and f € Ax(P').

Lemma 3.3.3. The ezact sequence (3.1) is equivariant with the weight k actions of Yo(p), where the
weight k action of Xo(p) on D(D(c0,1)) is extended from the action of To(p) by

a — Ccz
—C a

1y (F) = 1l flire) = u(f| ( d _b>> = u(]le(oo,l))(Z) (a— CZ)kf(dZ — b)) (3.2)

where p € Dy(D(c0,1)),y = (i Z) € Xo(p), f € Ap(D(00,1)). Here we abuse the notation | for the

above actions on u and f since they are defined almost the same as (1.5)), (1.7).

a b

Proof. ¥or py € Dy(Zy), f € Ax(P') and v = <c d> € ¥o(p), we have

ext(ko),,) (f) = (to},1)(fiz,) = ko ((“ - cz)kf(dz - b) |Zp)

a—cz
dz—b

a— Ccz

—ext(uo) ((a = e2)" F (557 ) = extluo) s ().

So ext(koj, ) = ext(ko)|,- The map ext is ¥o(p)-equivariant. Since Dy(D(00,1)) is isomorphic to the
quotient Dy (P') /ext(Dy(Z,)) by (3.1), there is an action of Xo(p) on Dy(D(oc0,1)) such that the map res
is Xo(p)-equivariant. We check that this action is given by (3.2)).

Let € D (P), f € Ap(D(00,1)) and v = (Z cbi> € Yo(p). We have

res(M\kw)(f) = (Mlm)(]lp(oo,l) f) = M((a _ cz)k]lD(oo,l)(’Y_lz) ' f(dz - b))

a — Cz
= u((a — CZ)kIL'y(D(OO71))(Z) ‘ f(zz__clz)))'
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We consider the condition z € v(D(oc,1)). Since D(o0o,1) is the complement of Z, in P*(Q,), it is
equivalent to z ¢ v(Z,). Since

_ . dZ, — b
v NZy) =¥ (Zy) = —L— C 7, (note that plc,p fa),
a — cZy,

it follows that Z, C v(Z,), so z ¢ Z,, hence z € D(o0,1). Therefore, v(D(c0,1)) C D(o0,1). We get
]]-'y(D(oo,l)) = ]]-D(oo,l) . ]]-'y(D(oo,l))~ We obtain
dz—b

a—cz

ves (1)) (f) = res(12) (Ly(poe,1) (2) - (@ = e2)* F (S ) = ves(u) 15 ().

The lemma follows. O

Remark 3.3.4. The condition z € y(D(o0,1)) C D(00,1) in 1) ensures that 2=2 € D(c0,1).
The action (3.2) of Xy (p) on Dy(D(0c0, 1)) induces the right action of U, on Symby, (Dx(D(c0,1))).

Corollary 3.3.5. For any k € Z\{0}, there is a U,-equivariant ezact sequence of modular symbols:
0 — Symbp, (Dy(Zy, L)) iy Symbr., (Dk(Pl, L)) =8 Symbr, (D (D(00,1),L)) — 0.

If k =0, the last space 0 in this exact sequence is replaced by L

Proof. We apply Lemma for the short exact sequence (3.1)) which is Xo(p)-equivariant by Lemma
3.3.3] with the note that Ho(T'g, Dr(Z,, L)) = 0 for any k € Z\{0} and Hy(T'o, Do(Z,, L)) = L by [PS13|
Lemma 5.2]. O

It is obvious that the functor which takes subspace of slope < h (or < h) is left exact, so we get a
left exact sequence of < h-slope modular symbols for Up-operator from the exact sequence in the above
corollary for each h € Q and k € Z:

0 — Symby (Dy(Zy, L))=" iy Symbr, (Dy(P', L))" =5 Symby, (Di(D(c0, 1), L))=",

and similar if < h is replaced by < h.

Proposition 3.3.6. For any h € Q and k € Z\{0}, the map
SymeO (Dk(P17 L))Sh 13; Symbro (Dk(D(Oov 1)7 L))Sh

is surjective. Therefore, for k € Z\{0}, there is a U,-equivariant exact sequence of < h-slope modular
symbols:

0— Symeo(Dk(Zpa L))Sh gt Symbro (Dk(Pl, L))Sh = Symbro (Di(D(o0, 1),L))§h — 0.

If k = 0, the last space 0 in this exact sequence is replaced by L. We get the same results if < h is replaced
by < h.

Proof. Consider k # 0. Let ®; € Symbyp (Dy(D(o0,1),L))=". There is a polynomial P(X) € L[X] of
slope < h such that ®1)p,) = 0. By Corollary there exists ® € Symbp, (Dy(PY, L)) such that
res(®) = P;.

Since the map res is Up-equivariant, we have ®pp ) € ker(res) = Im(ext), so there is & €
Symbr (Dy(Zy, L)) such that @ p, ) = ext(Po).

Recall the < h-slope decomposition:

Symbr, (Di(Zp, L)) = Symbr, (Di(Zy, L))=" @ Symbr, (Dx(Zy, L))"

Writing &g = W+0¢ where ¥q has slope < h and ©¢ € Symbr (Di(Zp, L))>". There exists a polynomial
Q(X) € L[X] of slope < h such that o pw,) = 0. We have

Di(rq)(v,) = (R1Pw,)) 10w, = ext(Po) Q)
ext((\Ilo + @0)|Q(Up)) = eXt(®0|Q(Up))-
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Since PQ is of slope < h, (PQ)(U,) acts invertibly on Symby (D (Zy, L))>" which contains G¢q(v,), s
there is E € Symby, (Dy(Zy, L))>" such that Eo|(PQ)(U,) = Oojq,)- We get
(@ = ext(Zo))(Pa)(w;) = O,
s0 ® — ext(Zg) € Symbyp, (Dy(P*, L))=". Since Im (ext) = Ker (res), we have
res(® — ext(Zg)) = res(®) = P;.

So the map res restricted on the subspace of < h-slope modular symbols is surjective. The exactness for
k # 0 is followed from Corollary For k = 0, the proof is the same. O

Consider the canonical isomorphism ¢ : A(Z,) — Ak (D(c0,1)) given by

1
— k =
(f)z)==2 f(sz> for f € A(Zp),z € D(00,1) (note that (N,p) =1).
Take the continuous dual, it induces an isomorphism of Fréchet spaces:
i : Dp(D(c0,1)) = D(Z,) (3.3)
1
~ . k
pi(p) s f e u(z f(sz)),

where u € Di(D(0,1)), f € A(Z,) and z € D(c0,1). So D(Z,) is endowed with a weight k action of
Yo(p) induced from the action (3.2) on Dy (D(00,1)). We determine this action.

Let mnp = (]\?p é) Define the right weight k action - of ¥ (p) on D(Z,) by

(e D) = W) (D) “‘k<b ¢ C/<fjp>) (f)#(f’k<bc.;\fp _C/Ele)>)

= 1 (Lt () - (0= o) (5= ) (3.4)

a

where u € D(Zy),y = b) € Yo(p) and f € A(Z,). Here we abuse the notation | for the above

d

actions on p and f since they are defined almost the same as 1] |i (the condition z € — ]f,p + (ad —
be)Z,, for the action on f ensures that %GVULP) € Zyp).
Denote D} (Z,) the space D(Z,) endowed with the action -5 of 3o (p).

Lemma 3.3.7. The isomorphism (3.3) is Xo(p)-equivariant for the action (3.2) on Dy (D(c0,1)) and the
action (3.4) on D} (Z,).

Proof. For v = ((Cl 2) € Yo (p), 1 € Di(D(c0,1)) and f € A(Z,), we have

) () = (1) (z’“f(N;z)) =p (h(D(oo,l))(Z) (a—cz)F (ﬂ)kf(m»

(oo (o ) ()
pz
=: u(z’“g(N;Z)) = i(1)(9);

where g(2) = 1(D(co1)) (757) - (d — DNp2)* - f(%év(gzp)) for z € Z,.

We simplify the condition Nlpz € 7(D(o0,1)) = PYQ,)\(Z,). We have

1
Npz

¢ v(Zp) @7—1(%]”) ¢z, e vp(ﬁj;b) <0eu(

aNpz —c¢ Npz —c¢/a
@Up(d—prz) >0 T N

d—bc/a d—bc/a
L 7e 7, Bl
bNpz—d = Pl Ny —d

d—prz> <0

aNpz —c¢

bNpz — be/a
bNpz —d
d—bc/a

-1+ bpZ,’

€ pZ, (since p fa) & € bpZ,

<1+ € —1+bpZ, < bNpz—d €
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If x € =1+ bpZy, then x = —1 + bpy for y € Z,. Since |bpy|p < 1, we have
(R
x  —l4+bpy 1—bpy

—(1+bpy + (bpy)® + ...) € =1 + bpZ,,.

So fbpzp C —1+ bpZy, hence —1 + bpZ,, C m. Therefore, m = —1+ bpZ,. We obtain

b b b

bNpz —d € (d . —C)(fl Y bpZy) = = —d+ (d . f)bpzp.
a a a
+ (ad — be)Z,, C Z,, since plc,p faN. So
—¢/(Np)
-1 o (d—bNp2)k . (%): )
9(z) x5 +(ad=bo)Zy, ( pz)" - f d—bNp= f| a —c¢/(Np)
—bNp d

We obtain

()5 = 1000 =10 7 g ey ) = 0 ryrs (1)
”c<pr a >

Therefore, i(p,) =i = i(u) - - Note that 7n, normalizes T'y. O

(’u)\kﬂvp’vﬁ\?;

We define as usual the Hecke operator U, acting on Symbr (D} (Z,)) on the right induced from the
action -, of o (p) on Dj.(Z,). We have

p—1 p—1
(‘1) ! Up)(D) Z D - 7a Z (I) ’70, 'k Ya = Z q><,yaD)|lcTNp’YaT;]11,
a=0 a=0

for ® € Symbr, (D}, (Z,)) and D € A,.
Corollary 3.3.8. For k € Z\{0}, there is a U,-equivariant exact sequence of modular symbols:
0 — Symby, (Dx(Zy, L)) = Symbr, (Dy(P', L)) % Symbr, (Dj(Zy, L)) — 0.
The restriction on the < h-slope subspace is also exact:
0 — Symbr, (Dy(Zp, L))=" = Symby, (Dy(P', L))=" ™5 Symby,, (D(Zy, L)) =" — 0,

and similar if < h is replaced by < h.
If k =0, the last space O in the above exact sequences is replaced by L.

Proof. Tt is immediate from Corollary [3:3.5] Proposition [3.3.6] and Lemma [3:3.7] O

. p 0) _ 1 0 10 . . . .
Since (O 1> = TNp (0 p) TNp and (O » € Yo(p), by (3.4), there is a right weight k action of

<g (1)> on Dy(Z,) given by

M}k<p 0>(f)=u<f| (1 0>)=u(pk]1pzp(z)'f(;>)7 (3.5)

0 1 o p
where u € Dy(Z,) and f € Ay(Z,). This action is compatible with the action of I'g(p). Let V,, be the

double coset operator {I‘o (Z(; (1)) I‘O} acting on Symbp (Dy(Zy)) on the right.

1 1 . . . ..
Let 7np = ( 0 0) and v, = ( Z) Since T, normalizes I'g, there is a decomposition:

Np 0
0 1 0\ _ 1 0
FO <€ 1> FO = FOTNp (0 p> TN;FO = TNpFO <0 > FOTNp
p—1 p—1
= |_| TNpF()’}/aT];; = |_| To- TNp’YaT]\;Zl). (3.6)
a=0 a=0

Therefore, V), acts on Symbyp (Dx(Zy)) by ¢y, = Z (blmp%TN
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Lemma 3.3.9. There is a canonical isomorphism:

Symbr, (D (Zp)) = Symbr, (Dy(Zy))
= W: D ®(ry,D) for D e A

which is equivariant for the action of U, on the left hand side and the action of V,, on the right hand side.
Therefore, for any h € Q,

Symby, (D} (Zy))=" 2 Symby, (Dy(Zy))"»=".
Proof. For ® € Symbr, (D;}.(Zy)), since ® is I'g-invariant, for any D € A and v € Ty, we have

®(D) = (®-7)(D) = 2(yD) kv = @(vD)

—1.
Ik:TNp’YTNT,

Replacing v by TIQ;VTNP yields

For each D € Ay, let ¥(D) = <I>(TN D), then
Y(tnpD) = (v p D)),y

Replacing D by TZG;D, we get W(D) = ¥(yD)|, = V4(D) for any D € Ag and v € I'g, hence ¥ €
Symbr (Dr(Zp)). Therefore, the correspondence ® +— W is an isomorphism between Symbry (D} (Z))
and Symbr (Dr(Zp)).

Let ¥y be the image of ® - U, under the correspondence. We show that W1 = W)y, . For any D € Ao,
we have

\Ifl(D) ((‘P U Z (D 'YaTNp ‘k Yo = Z CD ’yaTNp \ker'ya‘r;;
p—1
= Z\I}(TNPWU«TJ;II)D |kTNp7aTNp Z\IllTNp’YaTNp ) \IJIVP(D)
a=0
The lemma is proven. O

Corollary 3.3.10. For k € Z\{0}, there is an exact sequence of modular symbols:
0 — Symbr, (Dy(Zy, L)) & Symby (Dy,(P*, L)) 5 Symbr, (Dy(Zy, L)) — 0 (3.7)

which is equivariant for the Up-action on the first two spaces and the Vy-action on the last space. The
restriction on the < h-slope subspaces for the corresponding operators is also exact:

0 — Symbr, (Dy(Zy, L))=" o Symby, (Dy(P', L))" =5 Symby, (Dk(Zy, L))"»=" — 0, (3.8)

and similar if < h is replaced by < h.
If K =0, the last space O in the above exact sequences is replaced by L.

Proof. Tt follows by Corollary [3.3.8 and Lemma [3.3.9] O
The operators U, and V), on Symbyp, (Dy(Z,)) are related by the following result:

Proposition 3.3.11. For any k € Z and ® € Symby (Dr(Z,)), we have

(I)\UPVP = ((I)‘Up)\vp :pk+1¢’.
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Proof. For any D € Ay, f € Ax(Z,), we have

‘I’IUpvp(D)(f):ago‘I” ((1) a)‘ <b]2\3] (1))(D)(f)
* p) *\bNp

£ ) (o 95) b coment (o)
\0

G ), g e o)

p

= O<I> (<p Jg]\?;évp Z) D) (lpzp (pz —a) - (=bNp(pz — a) +p)’“f(_pr2(7;;_aa) +p))~

Since the function 1,7, (pz — a) on Z, is nonzero if and only if a = 0, we have
p—1 0 2
B D _ 2 k
P (D) = 3 (e o) 0) (Comos ()
—
_Z(I)< bNp 1) D) (p (=bNpz+1) f<—prz—|—1)>

(3 1)?) (p’“f,k< 1 o))

—bNp 1

_plpkcp((b}vp ) D)|k< . O) (f):Z:p’“<I>< ' 0>(D)(f)-

bNp 1 bNp 1

. 1 0
Since <pr 1) € I'1(N)NTy(p) C Iy for all b, we have ® ( 1 O) = @ for all b, so @y, vy, =

bNp 1
pk+1q). O

Corollary 3.3.12. The operator U, is injective on Symbr (Dr(Zyp)). If ® € Symbyp (Dr(Zyp)) is an-
nihilated by P(U,) for some polynomial P € L[X], then ® is annihilated by Q(V,) for the polyno-

mial Q(X) = X”P(pkxi), where n is the degree of P. In particular, if « is an eigenvalue of U, on
Symbr (Dr(Zy)), then a # 0 and ”li% is an eigenvalue of V,, on Symbr, (Dr(Zy)).
Proof. U, is injective on Symbp, (Di(Z,)) since V,, o U, = p*™1d is injective on it.

Suppose P splits in Q, as P(X) = H1 (X — ;) (we can assume that P is monic). Regarding ® as an

i=

element of Symbyp (Dy(Zy)) ®q, Qp, we have
P\, —~ar)...(Up—an) = 0
Let @1 = @jv,—ay)...(0y~an1)» then ®1yw,—a,) = 0. So
0= 21w, ~anv, = P1jpr+1-anV,)-

Let &y = (I)‘(Up_oél)“_(Up_OLn_Q)7 then ¢, = (I)2\(Up7an,1) and (DQ\(Upfozn_l)(p’“*lfaan) = 0. So

0= P2, —an_ 1) (P —an Vp)Vy = P2|(U)—an_1) Vi (pF 1 —anVy)

= Do (prt1—an 1 V) (1 —an V)
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Repeating the process like this, we get ®|,r+1_q,v,).. (pr+1—a,v,) = 0. Therefore, ® is annihilated by
Q(V}) where @ is the polynomial given by

k+1 k+1

ﬁ k+1 _ X"ﬁ(px —ai):X"P(pX )

i=1 =1

If a is an eigenvalue of U, on Symby (Dx(Z,)), then a # 0 since U, is injective and there exists ® €
Symbr (Dr(Z;))\{0} such that ®;; = a®. Since ® is annihilated by P(U,) where P is the polynomial

X — o, @ is also annihilated by Q(V,) where Q(X) = p**1 — aX. Therefore, k; is an eigenvalue of V),
for the eigensymbol ®. D

Corollary 3.3.13. The endomorphism V,, on Symbrp (Dr(Zy)) is open.

Proof. By [Schnl Prop. 8.2 and Prop. 8.6], every surjective continuous map between Fréchet spaces
is open. We get the conclusion since V is surjective on Symbp (Dy(Z,)) followed from the identity
V, o U, = p**11d by Proposition O

Corollary 3.3.14. For any h € Q and k € Z, we have
dim Symbr (Dy(P*, L))<" = dim Symby (Di(Zp, L))**=" = +o0.

Proof. Since U, acts compactly on the Fréchet space Symbr (Dx(Zj)) in the sense of [Urb, §2.3.12], by
the spectral theory of compact operators, U, has only a finite or countable number of eigenvalues on
Symbr, (Dk(Zp)). In the latter case, the sequence of these eigenvalues tends to 0, so the sequence of its
slope tends to +-00. We show that this case happens. The slope of U,-eigenvalues can be determined by
the Newton polygon of the characteristic power series of U,,.
o0
Let P(X) = det(1 — XU,) =: > a,X™ be the characteristic power series of U, on Symbyp (D(Zy)).

n=0
Suppose that the Newton polygon of P(X) has a finite number of edges with a unique infinite edge D,

as in the below image. Denote (ng,v,(an,)) the coordinates of the endpoint of Dy, where ng € N. Let
(no + 1,a) be the point on Dy of abscissa ng + 1. Let Dy denote the ray of endpoint (ng,vy,(an,)) and
containing the point (ng + 1, « + 1). By the definition of Newton polygons, there is a sequence of points
{(ni, vp(an,))}: lying between the rays D; and Dj such that n; — 400 when ¢ — 400, since otherwise
every point (n, v,(ay)) will lie above the ray D, for n big enough, so D; will not be an edge of the Newton
polygon of P(X). Since the points (n;,vp(an,)) lie below the ray Do, the values vp(an,,) are bounded
above linearly on n;, i.e., there are positive constants a, b such that v,(ay,) < a.n; + b for all 5. We show
that this is impossible.

(ﬂn, 1’7;”((]’71[1))

By [Wanl Lemma 3.1], there is a lower bound:

P—1/x~,
vplan) > M(gzmi+ I+ 1)(n—dl)) -n

for d; <n < diy1, where d; is the dimension of the space My, 94ip—1)(I'1(V)) of classical modular forms
of weight k+2+i(p—1) and level I'1 (N), and m; = d; —d;—1 for i > 0. Note that the set of U,-eigenvalues
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of overconvergent modular forms of weight k + 2 is the same as that of overconvergent modular symbols
with values in Dy(Z,). Consider d; < n < dj41, we have

Up(an)zz_'_ (l—i—l Zzi; )—nZi;i(ln—gdi)—n.

The dimension of a space of modular forms of given weight and level is given in [DS, Theorem 3.5.1 and
Theorem 3.6.1]. In particular, there exist positive constants ¢, d depend only on the level N such that
ck —d < dim My (T'1(N)) < ck +d for any k > 0. So

ck+24+i(p—1)—d<d; <clk+2+i(p—1))+d
for any i > 0. We get
vp(an) > p—1 [ln—c(l(k:—l—?)—f—(p—l)l(l;l)) —ld} -n

_lp— 1)<n_c(k+2)_0(p—12)(l—1) _d)_

p+1

Sincen>d; > c(k+2+1(p—1)) —d, we have c(p — 1)(1 — 1) <n—c(k+2) +d. So

Ip—1) n—clk+2)—3d

vp(an) > i1 5 —n.
Since n < djy1 <clk+2+ ({+1)(p—1)) +d, we have [ > "_C(th(L:Cl(f_l)_d. Hence
—ck+2)— —-1)—d —c(k+2)—3d
vp(an)_n c(k+2)—cp—1) n—clk+2)—3 s anb

cp+1) ' 2

for n big enough. We get a contradiction. So the Newton polygon of P(X) has infinitely many edges.
If a finite edge of the Newton polygon of P(X) has length M and slope A (the length of a finite edge of
a Newton polygon is the absolute value of the difference of the abscissas of its endpoints), then P(X)
has exactly M roots of valuation —\ (counting with multiplicity), so U, has exactly M eigenvalues of p-
adic valuation A on Symbrp (Dx(Zyp)). Therefore, U, has infinitely many eigenvalues on Symbr (Dx(Zy))
with arbitrarily large slope. We imply from Corollary [33.12| that V), has infinitely many eigenvalues on
Symbr, (Dr(Zp)) with arbitrarily small slope. Therefore, Symbr, (’Dk(Z ))V»<" is infinite dimensional,

then so is Symbp, (D (P!, L))=" by (3.8). O

Remark 3.3.15. The above corollary is also true for the congruence subgroup I'1 (Nq) instead of Ty =
I'1(N) N To(p). The crucial point is that the slope of eigenvalues of U, on Symbr, (yq)(Dr(Zp)) can be
arbitrarily large, which can be deduced from [Colel Proposition I4] and [PS13|, Corollary 7.4].

Corollary 3.3.16. Let Symbr (Dy(Zy))<> denote the subspace of Symbr (Dy(Zy)) of modular symbols
of finite Up-slope. The space Symbyp (Dy(Zy))<> is stable by the actions of U, and V,. Moreover,

the operators U, and V), seen as endomorphisms on Symby, (Dy(Z,))<>°, are isomorphisms and satisfy
UpoV,=1V,oU, =ptid.

Proof. 1f ® € Symbr (Dr(Z,))<*°, then there exists a polynomial P(X) of finite slope such that ®|p, ) =
0. We have

(@w,)1pw,) = (®|pw,)) v, =0,

so @y, € Symbp, (Dr(Zy,))<>. Therefore, Symbr (Dr(Z,))<*> is stable by U,.
Consider ® and P as above, since P(X) has finite slope, P(0) # 0. Writing P(X) = a(1 + XQ(X)),
where a # 0 is the constant coefficient of P. Then

0=2pw,) =a(®+Pou,uv,)

so ® = =P o, v, Hence

Dy, = —(®10w,))iv,lv, = P Piqu,) € Symbr, (Dr(Z,)) <™



3.3. OVERCONVERGENT MODULAR SYMBOLS WITH VALUES IN D (P!) 53

by Proposition and Symbr, (Dy(Zy)) <> is Up-stable. Therefore, Symbr, (Dy(Z,))<> is stable by
-

By the same method, the subspace Symby (Dx(Z,))S" is stable by U, and V,, for any h E Q. Since
U, is injective on the finite dimensional vector space Symbr (Di(Z ))<h by Corollary U, is an
1somorph1sm on it. Combining with the identity V,, o U, = k“Id by Proposition we deduce that
V}, is also an isomorphism and U, o V,, = p**1Id on Symby (Dk(Z,))=". Since Syrnbp0 (Di(Zy)) < is the
union of Symby (Dk(Z,))S"’s, it follows that U, and V,, are isomorphisms on Symbyp, (Dg(Z,))<> and
Uy,oV,=V,oU, =pTd on it. O

For h € Q, by Corollary [3:3.12] m the space of modular symbols of finite U,-slope > k+ 1 — h in
Symbr, (Dy(Zy)) is contained in the space Symbyp (Dy(Zp))"»<". If we impose the condition on the
upper bound for U,-slope on both spaces, then we get an equality. We have the following result:

Corollary 3.3.17. For h,h/ € Q such that k+1—h' < h, we have
Symbr, (Di(Z,))Vr=lVesh' — Symby, (D (Zy))F 1 <sUpsh

where Symbrp, (Di(Zy))UpshVosh' — Symby, (Dy(Zy))Y»<" N Symby, (Di(Z,))» <" and we denote by
Symbr (Dy (Zp))s 1P <Up<h the subspace of Symbr (Dr(Zy)) consisting of modular symbols of Uy,-slope
between k+ 1 — h' and h.

Proof. We have seen that the right hand side is contained in the left hand side. We prove the opposite
inclusion.

Let ® € Symby, (Dy(Z,))Y»=""»=<""_ Then there is a polynomial P(X) of slope < A’ such that
®p(v,) = 0. By Corollary [3.3.16, U, o V,, = p**'Id on Symbp (Di(Z,))"»<". Using the method in
the proof of Corollary [3.3.12} the equality ®p(y,) = 0 yields ®|g(,) = 0 for the polynomial Q(X) =
X"p (pi:l ), where n is the degree of P. The polynomial Q(X) has finite slope > k+ 1 — h'.

Since ® € Symby, (Dy(Z,))Y»<", there is a polynomial R(X) of slope < h such that ®|py,) = 0.

Let S(X) = ged(Q(X), R(X)), then S is of slope between k 4+ 1 — h’ and h since S|Q, S|R. We have
P|s(v,) = 0 since ®gw,) = P|rw,) = 0 and there exist polynomials Ry, Ry such that S = R1Q + RaR.

Therefore, ® € Symbr0 (Dk(Zp))k“‘l—h’gUPSh, o

Proposition 3.3.18. There are decompositions:

Symbr (Dx(Zp)) = ker(Vy) & Im(Uy),
Symbr, (Di(Zp)[r]) = ker(Vp) & Im(Up)

for each r € |CX|, with r < p~', where U, and V,, are endomorphisms of Symbr (Di(Zy)) in the

first decomposition and U, (resp. V,, ) is the map from Symbyp (Dy(Zp)[r]) to Symbp (Dx(Zy)[r]) (resp.
Symbr (Dr(Zy)[pr])) in the second decomposition. Moreover, the kernel of V,, in the second decomposition
1s infinite dimensional.

Proof. In Lemma [3.3.22 below we will see that V}, maps Symbr (Dy(Zy)[r]) into Symbry. (Dx(Zy)[pr]) for
any r < p~ L.
The decomposition Symbr (Dy(Zy)) = ker(V,) @ Im(U,) is given by
® = p~ V(@) y,u,) + Py, ),

where @1y, p) = pP® — (®)y, ), € ker(V,) since V, o U, = p*+'1d by Proposition 3.3.11), and
Q1v,u, = (v, ), € Im(Uy). The sum is direct since if ® = (®g)y, € Im(Up) and if ¢ € ker(V},), then

0=2ay, = (®o),v, ="' 0,

so ®g = 0, hence ® = 0. The decomposition for Symbr (Dy(Z,)[r]) is proven similarly.

Suppose ker(V},) is finite dimensional in Symbrp (Dx(Zy)[r]), then Im(U,) has finite codimension
in Symbrp (Dx(Zyp)[r]) by the decomposition. We imply that Im(U,) is closed in the Banach space
Symbr (Dr(Zy)[r]) by [Abr, Corollary 2.17]. So Im(U,) is itself a Banach space. The map U, from
SymeO (Dr(Z )[ ]) to Im(U,) is therefore open by the open mapping theorem. It is also compact by
Proposition so the image of the open unit disc is open and relatively compact in Im(U,). By
Riesz’s theorem7 we imply that Im(U,) is finite dimensional. Hence Symbr (Dr(Z,)[r]) is finite di-
mensional since U, is injective by Corollary then so is Symby, (Dr(Z,)) since the natural map
Symbr (Dr(Zy)) — Symbr (Dr(Zy)[r]) is injective. We get a contradiction. Therefore, ker(V},) is infinite
dimensional, where V}, is seen as a map on Symbp (Dy(Z,)[r]) for r < p~t. O
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Proposition 3.3.19. For k € Z\{0}, the set of nonzero eigenvalues of U, on Symby, (Dy(P', L)) is the
union of the set of eigenvalues of U, on Symbr (Di(Zy, L)) and the set of nonzero eigenvalues of V,, on
Symby, (Dx(Z,, L).

If 0 is an eigenvalue of U, on Symby (D (P!, L)), then 0 is an eigenvalue of V,, on Symbp, (Di(Zy, L))

Proof. We omit L from the notations for simplicity. Since U, is injective on Symbr, (D(Z,)) by Corollary

3.3.12} every eigenvalue of U, on Symbr (Dy(Z,)) is nonzero.
Let a be an eigenvalue of U, on Symbp, (Dy(P')) associated with an eigensymbol ®. Consider the

map res : Symbp (Dy(P')) — Symbp (Di(Zp)) in (3.7). Since it is equivariant for the action of U, on
the left hand side and that of V,, on the right hand side, we have

res(®) )y, = a - res(®).

If res(®) # 0, then res(®) is an eigensymbol of V), on Symbyr, (Dr(Z,)) with eigenvalue . Otherwise,
® € ker(res) = Im(ext), so ® is an eigensymbol of U, on Symbr (Dy(Z,)) with eigenvalue a since
ext is injective and U,-equivariant. If o = 0, then the former case follows since U, is injective on
Symby, (Dy(Z,))

Conversely, if a is an eigenvalue of U, on Symbr, (Dx(Z,)) associated with an eigensymbol ®¢, then
o is an eigenvalue of U, on Symby (Dy(P')) associated with the eigensymbol ext(®o).

Now let a be a nonzero eigenvalue of V,, on Symbr, (Dy(Z, )) Let ®; € Symby (Dr(Zy)) be a V-
eigensymbol with eigenvalue o, then ®; € Symby (Dy(Z,))"»=<»(*). Since res : Symby, (Dy(P))S0r(®) —
Symby, (Dk(Zy))"»<»(@) is surjective by , there is @5 € Syran0 (D (P1))=vr() such that res(®,) =
®,. We have

I‘GS(‘I>2|UP_Q) = I‘es(q)g)“/p_a = (I)l\Vp—a = O7

80 ®oy o € ker(res) = Im(ext). Let ®gy,_o = ext(P3) for @3 € Symby, (Dy(Z,))=»(®) (since @y
has slope < v,(a)). If a is an eigenvalue of U on Symbr (Dr(Zp)), then « is an eigenvalue of U,
on Symbp (Dy(P')). If not, then U, — « is an injective endomorphism of the finite dimensional space
Symbr (Dy (Z,))=»(*) 50 it is an isomorphism. Then there exists &4 € Symbr, (Di(Z,))=v(®) such that
®3 = @4y, —o- We have @gjyy o = ext(Ps)|y, —a, hence @3 —ext(P4) € ker(U, — ). On the other hand,
Oy — ext(Py) # 0 since

res(®y — ext(Py)) = res(Py) = &1 # 0.
Therefore, o is an eigenvalue of U, on Symbp (Dy(P')) associated to @3 — ext(®y). O

For any h € Q, the subspace of modular symbols of slope < h (or < h) of Symbr, (Dx(Z,)) is finite
dimensional and U,-stable. We find finite dimensional U,-stable subspaces of Symbp (D (P')).
Recall the map

ves : Symby, (Dy(P')) = Symby, (Di(D(o0, 1))
(O Q\D(oo,l) :D— ‘I)(D)\D(oo,l) (D e AO)

induced by the restriction map on D(o0, 1) between distributions. The matrix (g (1)) acts on Dy (D(o0, 1))

on the right by
u’ <§ ?>(f)u<f‘ ((1) O))M(pkf<;)>v
k k p

where pu € Di(D(00,1)), f € Ap(D(00,1)). This action is compatible with the action of T'g(p), so we can
define the double coset operator V,, = {FO (0 (1)> Fo} acting on Symbp (Dy(D(o0,1))) by

(I)‘V - Zq)ITNp"/aTNp - Z ‘TNI,'YaTNp (See )’

a=0

-1 _ 1
note that TNp = NpTNp-



3.3. OVERCONVERGENT MODULAR SYMBOLS WITH VALUES IN D (P!) 55

For h,h’ € Q, denote by Symbr, (Dy (P1))(Ve<h) the subspac:/s of Symbp (Dy(P')) consisting of mod-
ular symbols ® such that ®|p (o 1) € Symbp, (Di(D(00,1)))"»<"" and putting
Symbr, (Dy,(P1))Vr=<"(<M) = Symby, (D (P)Y»<" 0 Symby, (D (P1))V»=<").
We define similarly if < is replaced by <.

Theorem 3.3.20. Fork € Z and h,h' € Q such that k+1—h < I/, the subspace Symbr,_ (Dy(P1))Up<h.(Vo<h’)
of Symbr (Di(PY)) is finite dimensional and U,-stable, and similar if < is replaced by <.
Moreover, if k € N* and 0 < h < k + 1, there is an exact sequence:

0 — Symbr, (Dg(Zy, L))=" — Symbyp (Dy (P, L))Vr=h-(Ve=h) _y Symbr (Dy(Zy, L))FH1-0=Unsh

while if k = 0 the last space 0 is replaced by L.
In particular, there is an exact sequence:

0 — Symbr, (Dy(Zy, L)< — Symby, (Dy (P, L))Vr<skrL0<kHD s Qymb (Dy(Zy,, L)< — 0
or an S and 1 = 0 the last space 0 1s replace .
f y k€ N* dif k=0 thel D 07 placed by L

Proof. We drop L from the notations for simplicity. We prove for the case k # 0, the case k = 0 is proven
similarly. Recall the exact sequence ({3.8):

0 — Symbry (Dy(Z,))=" = Symby, (Dy(P'))=" *5 Symby, (Di(Z,))* <" — 0,
it induces an exact sequence
0 — Symbp, (Di(Z,))=" o res” ! (Symbrp, (Dk(Zp))VpSh,UpSh’)
= Symbr, (Dy(Z,))»="0<"" = 0, (3.9)
note that ext(Symbr, (Di(Zy))=") = ker(res) C resfl(Syme0 (Dk(Zp))VpSh’UpSh') and
Symby, (Di(Zp)) »<hUr=h" = Symby, (Dy(Z,))F 1= "sUest’

by Corollary Since the spaces Symbp, (Dy(Z,))<" and Symbr, (Di(Zy))H1-P=Up<h’ are finite
dimensional, so is the space res™ (Symbp (Dy, (Zy))Vr<IUp<h’y,

The subspace Symbr, (Dg (Z,))FH1-h<Up<h’ is 7 stable in Symby. (Dy(Z,)) since V,, is an automor-
phism on Symby, (Dy(Z,))<> given by V, = p’“‘lUp_1 by Corollary [3.3.16] Since the map

res : Symbp (Dy(P")) — Symbp, (Di(Z,))

is equivariant for the action of U, on the left hand side and that of V}, on the right hand side by Corollary
3.3.10, we deduce that res™!(Symbp, (Di(Z,))V»==Ur<h") is U,-stable in Symbr, (Dy(P1)).
The map res : Symbp, (Dy(P*)) — Symbrp, (Di(Zy)) is the composition of

Symbr,, (Dy(P")) =% Symbr, (Dx(D(00, 1)) = Symby, (D4(Zy)) = Symbr, (Dk(Zy)),

where the first map is induced by the restriction map on D(o00,1) between distributions, the second is
induced from the isomorphism ¢ in between distributions, and the last is given in Lemma m
Denote by 6 : Symbrp (Dy(D(oc0,1))) — Symbr (Dx(Zy)) the composition of the last two isomorphisms.
By construction, the isomorphism 6 is given by

0@)D)S) = 2y D) (4 (757))
for ® € Symbyp, (Dr(D(00,1))), D € Ao, f € Ar(Zy), z € D(00,1). For any such ®, D, f, we have

0(®v,)(D)(f) = (I’\VP(TJG;D)(Zkf(NLpz))

p—1 1

_ Z (I)(TIG;VGTNPT]G;D)|kT1;11,’Ya,TNp (zkf(szD
a=0

= pii @(TIQ;%D) (zkf(i - a))
a=0

=Y 6(2)(7aD)(f(pz — a)) = 0(®)0,, (D)(f)-
a=0
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Therefore, 0(®y,) = 0(®)y, for any ® € Symbyp (Dx(D(c0,1))). We imply that a modular symbol @ in
Symbr (Dy(PP')) belongs to Symbrp, (Dy (P1))(Vo=<h) if and only if res(®) € Symbr, (Dy(Zy)) has Up-slope
< h'/. Therefore, the inverse image of Symbp, (Di(Z,))V»=<"Ur<h" under res in Symbr, (Dy(P1))=" is
Symbr., (Dy(P1))Up<h(Vo=h) - We conclude that Symbr, (Dy(P1))Up=<m-(Vo<h) is finite dimensional and
Up-stable in Symbp, (Dy(P')).

The desired exact sequence is exactly 7 where we need the condition 0 < h < k + 1 since
Symbr (Dy(Zy))<° = 0, note that U, has norm < 1 on Symbp (Di(Zy)[r]) for any r € |CX|, by [Bel,
Lemma V.5.4]. Taking h = b’ = k + 1 yields the special case. O

The problem of finding subspaces of Symbp (D (P')) which are U,-stable and finite dimensional leads
to the following question:

Question 3.3.21. Is the subspace Symbyp (Dy(P'))"1=Ur<hz of Symby, (Dy(P')) finite dimensional for
hi < he? Note that by Corollary|3.3.14| and (3.7)), if we only impose one bound (upper or lower) for the
Up-slope, then we would not have a finite dimensional subspace.

Lemma 3.3.22. If ® € Symby (Di(Zy)[r]) forr € |[CX|, withr < p~*', then ®|y, € Symby (Dy(Zp)[pr])
and || @y, ||, <p~* (2], .

Proof. The modular symbol @y, is defined by

(D) =0 1 o\ (D))
=0 |<aNp 1)
p—1
_ k z
= ;}‘I) (Dy) <]1pzp(z) - (=aNpz +p) f(p(aNz+1))> ;

where D € Ay, D, = (a]z\?fp (1)) D, f € A(Z,) (we will determine the radius of convergence of f).

We set gq(2) = 1pz,(2) - (—aNpz +p)kf(m).
If 2 € pZy, then —aNz+1 € Z), so | —aNz + 1|, = 1. The transformation z +
closed disc of radius 7 in pZ, = D(0,p!) to a closed disc of radius pr in Z, since

z
PCaN=TT) Maps a

z e zZ—e€

p(—aNz +1) p(—aNe—l—l)‘p B ’p(—aNz+1)(—aNe+ 1)lp

=p|z —e|, forany z,e € pZ,.

It also maps a closed disc of radius r in {z € C,, |z], < p~'} to a closed disc of radius pr in C,. Therefore,
it f € A(Z,)[pr], then f(m) € A(Z,)[r] and ||f(m)||r = ||fllpr by GD We deduce that
6o € AZ,)lr] and |gall, = p~* [£],, for any a if | € A(Z,)[pr], since | — aNz + 1], = 1 for any 2 € C,
such that [z], <p~'. So @y, € Symby (Di(Z,)[pr]) and

@0, (D)(f)],

<I>Vp = sup sup
I HW DeAo fEAZ,)[pr]\{0} £ 1l
|2(Da)(9a)l,
< max sup sup T
0Sa<p—1ped, feA@,)pr\{0} P [l9all,
<p |,
The lemma follows. O

Corollary 3.3.23. If® € Symby (Dx(Zy)) is a Vp-eigensymbol of slope < h, then || ®||
for any r € |Cx|, withr <1 and n € N.

r/p" = pn(kih) ||q)||r

Proof. Let ® € Symbr, (Dy(Z,)) be a Vj-eigensymbol of eigenvalue o such that v,(a) < h. For r < 1, by
the above lemma, we have

@], = lla™" @zl < la "l - o7 [ @[l /pm < P02

r/pm-

Therefore, ||| > prlk=h) 2], -

’r‘/p”
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Proposition 3.3.24. If h,h’ € Q such that h+h' <k, then Symbr, (Dk(ZP)Sh)VP<h/ = 0. In particular,
Symbr, (’Dk(Zp)Sk/g)VP<k/2 = 0. Recall that Dy(Z,)<y, is the space of h-admissible distributions on Z,.

Proof. By Lemma|3.3.22} the action of V}, on Symbyp (D (Z,)) stabilizes the subspace Symbp (Dr(Zp)<n)

since ||(I)|VP||T <p- ||<I>||7,/p =0((r/p)™™) =0(r")asr - 0T if & € SymeO(Dk(Zp)Sh).

It suffices to show that if ® € Symbp (Dr(Zp)<n) is a Vj-eigensymbol of slope < h', then ® = 0. Let
a be the eigenvalue of ®. By Corollary for any n € N, we have
[E A (1
On the other hand, since ® € Symby (Dx(Zp)<n), we have
1@l )pn = O(p™) as n — +oo.
Since k — vy(a) > k — b’ > h, we imply that ||®|; =0, so & = 0. O

For k € N, we have the following commutative diagrams which are compatible with the actions of
Yo(p):

Di(Zy) —— Dy (P Di(Zy)<n — Dy(PY) <
P1,k P1,k
P2,k P2,k
Vk Vk

, where in the first diagram, the map ext is given in , the maps p1, p2,, are the duals of the
inclusions Py, — A(Z,) and Py — Ax(P'), respectively; while the second diagram is induced from the
first by restricting on the subspace of h-admissible distributions.

Take modular symbols, we get the following commutative diagram which is Up,-equivariant:

1
Symby, (Dx(Z,)) — Symby, (Dy,(P'))

P1,k
P2,k

Take modular symbols of slope < h, we get the Up-equivariant commutative diagram

Symby, (De(Zy))<" 5 Symby, (Dx(PY)<p) <" < Symby, (Dy(P1))<h

P1,k P2,k P2,k

Symbpo (Vk)<h

(by [PS11} Lemma 6.2], all of values of a modular symbol in Symbyp, (Dy(Z,))<" are h-admissible distri-
butions, so the map ext takes the space Symby, (Dy(Zy))<" into Symby, (Dy(P*)<n)<").

Proposition 3.3.25. The specialization maps

P2,k : Symbrp, (Dk(Pl)) — Symbrp, (Vk),
pa,k : Symbp, (Dy(P)<" — Symbyp, (Vi) <"

are surjective for all h.
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Proof. The map py x : Symby (Dy(Zy)) — Symbr, (V) is surjective by [PS11, Theorem 5.1].
The map p1 5, : Symbp, (D(Z,))<" — Symby (Vi)<" is surjective by [Bel, Proposition V.5.17].
Since p1.; = p2,k © ext, pa j is also surjective. O

Proposition 3.3.26. The specialization map ps i, : Symbp, (Dp(Pt)<p)<" — Symbp, (Vi)<" is an iso-
morphism for any k € N and h < g

Proof. Applying Proposition and the left exact sequence
0 — Symby, (Dr(Z,))<" = Symby, (D (P') <) <" 5 Symbrp, (Di(Zp)<n)* <"
similar to (3.8)), we get the isomorphism
ext : Symbr, (Dy(Z,))<" = Symbr, (Dy,(P!) <) <".

On the other hand, the specialization map p1; : Symbp, (Dy(Zy))<" — Symbp, (V;)<" is isomorphic by
Stevens’s control theorem, since h < g < k4 1. We get the desired result since p; ;, = pa i © ext. O



Chapter 4

Functional equation of p-adic
L-functions attached to modular
forms

In this chapter, we follow Stevens’s construction of p-adic L-functions attached to cuspidal normalized
eigenforms of non-critical slope via his theory of overconvergent modular symbols with values in Dy (Z,)
studied in Chapter[3] These p-adic L-functions satisfy an interpolation property related to special values
of L-functions of modular forms. From this interpolation formula and the functional equation of L-
functions of modular forms given in [Shi, Theorem 3.66], we deduce a functional equation of these p-adic
L-functions (see Proposition . In Section we recall Stevens’s construction of p-adic L-functions
attached to modular forms. In Section we prove a functional equation of these functions.

We fix a natural number k£ and a positive integer N prime to p in this chapter. Denote by H the
Poincaré upper half plane.

4.1 Stevens’s construction of p-adic L-functions

4.1.1 Some preparatory results

In this subsection, let I' C SLs(Z) be a congruence subgroup of level N such that <(1) 01> normalizes
I' (eeg. T =T1(NV)). Let Sk12(T") denote the space of cuspidal modular forms of weight k + 2 and level
I'. Denote by GLJ (Q) the subgroup of matrices of positive determinant in GLy(Q).

Recall the right weight m action of GL2+ (Q) on a modular form f for each m € Z:

az—|—b)

finn(2) = (dety)™ ez + )~ (S

a b
d

functions on Z, or P}(Q,) in ,).

Modular forms and classical modular symbols are related via Eichler-Shimura map.

where v = € GL$(Q) and z € H (compare with the action | of matrices on p-adic valued

Lemma 4.1.1. There is a canonical map
SkJrQ(F) — Symbr(vk((:))

frsdp:De N (P € Pu(C) — /D f(z)P(z)dz)

which is compatible with all Hecke operators [I'sT'] for s € GL3 (Q), where the integral [, f(z)P(2)dz is
defined by:
If D = > ({bi} — {ai}) for a;,b; € PY(Q), then we define [, f(z)P(z)dz =) f: f(2)P(2)dz. Here
i=1 i=1 "

fabl is the integral along the geodesic from a; to b; inside H := HUPL(Q).

59
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Proof. We follow the computations in the proof of [Bel, Lemma IV.3.1]. O

In the view of the decomposition Symbp (Vg (C)) = Symbp (Vi (C))* & Symbp (Vi (C )) if f € Sp42(T),
then the modular symbol ¢ in the above lemma is decomposed by qb? +¢; , where oF 7€ Syme(Vk( N*E

is given by
$%(D / F(2)P(2)dz £ /D f(z)P(—z)dz)
for D € Ag and P € Py(C), where D = Z {=b;} —{—a;}) it D= ;({bl} —{a;}).

Lemma 4.1.2. The map
Sp42(I') = Symbp (Vi (C))
fr o7
is compatible with the Hecke operators Ty and Uj.

Proof. Recall that ¢f = %((ﬁ == flToo)7 where T, acts via the matrix <(1) _01> The assertion is clear
since the map f — ¢; is compatible with any double coset operator by Lemma and the fact that
T+, commutes with 7; and U; for any [. O

Now let f € Si12(T') be a normalized eigenform. Let H denote the polynomial ring over Z in the
variables indexed by the Hecke operators T; for I f N and U; for I|N. Denote by A : H — C the ring
homomorphism associated to the system of Hecke eigenvalues of f, i.e., A(T) is the eigenvalue of T on f
for any Hecke operator T' generating H.

We let Symbp (Vi (C))*[A] be the subspace of Symbp.(Vx(C))* consisting of simultaneous Hecke eigen-
symbols of eigenvalues given by .

Lemma 4.1.3. The dimension of Symbp(Vy,(C))*[)] is 1.
Proof. See [Bel, Lemma IV.4.7]. O

This lemma is also true if we restrict coefficients to the number field K; generated by Fourier coeffi-
cients of f.

Lemma 4.1.4. The dimension over K; of Symbp(Vi,(Ky))F [\ is 1.
Proof. See [Bell, Lemma IV.4.8]. O

By Lemmas and the symbol ¢ch[ is a basis of Symbp(Vi(C))*[\]. By Lemma there

exists a complex number 27 € C* such that
¢7 /27 € Symbr (Vi(K ) *[A].
We refer to Q? as the periods of f. They are determined up to multiplication by elements of K fx

=S .
If f has the Fourier expansion Y a,q¢" with ¢ = *™** for z € H, we define its L-function by

n=1

o0

L(f,s)zz% for s € C.

n=1

This function is convergent if Re(s) is big enough, and it can be extended to an entire function on C. If
X : (Z/mZ)* — C* is a primitive Dirichlet character, we define the twisted L-function

f7 X, $ Z X an

Then L(f, x,s) is the L-function of the modular form f, given by

f(z) = > xM@f(=+ ),

a(mod m)

where 7(x1) is the Gauss sum of x~
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4.1.2 Construction of p-adic L-functions

A p-adic L-function is a p-adic distribution on a p-adic space. The p-adic L-functions attached to
modular forms will be distributions on Z).

In this subsection, let To = I'1 (N)NTy(p). Denote by Sk12(IV, €) the space of cuspidal modular forms
of weight k + 2, level N and nebentypus ¢, for a Dirichlet character € of (Z/NZ)*.

We start with a normalized eigenform f € Spi2(NN,€). Let a, be the p-th Fourier coefficient of f,
which is also the T)-eigenvalue of f.

Let a, 8 € C be two complex roots of the polynomial

X? — a, X +e(p)p™,
and defining the p-stabilizations (or p-refinements)

fa(2) = f(2) = Bf(p2),
f3(2) = f(2) — af(pz)

of f. The functions f, and fg belong to the space Sy2(Np,€), where the character € of (Z/NpZ)* is
the lift of the character € of (Z/NZ)*. They are also eigenforms of the same Hecke eigenvalues as f for
all operators 17, U; for [ # p. For the operator U,, we have

Lemma 4.1.5. The forms f, and fg are eigenforms for U, of eigenvalues oc and 3, respectively.
Proof. See [Bel, Lemma V.7.2]. O

We see a and 3 as elements of C, via the embedding ¢, : Q— @p. Since «, 8 are algebraic integers
(since ay, is), they belong to the ring of integers Oc, of C,. Therefore, the p-adic valuations of o and j3
satisfy

0,v,(8) > 0,
vp(B) =k+ 1.

We imply that 0 < v, (), v,(8) < k+ 1. If vp(a) < k + 1, the form f, is said to be of non-critical slope.
Otherwise, we say that it has critical slope. It is always true that at least one of the forms f,, f3 is of
non-critical slope. We choose one, say f,.

Stevens’s construction of the p-adic L-function attached to f, is as follows:

Step 1: We attach to f, the symbols ¢i /Qi € Symbp, (Vi(Ky,))* which have the same U,-
eigenvalue « as f, by Lemmas and where Ky, is the number field generated by Fourier
coefficients of f and the values of €. Let L be a finite extension of @@, containing the image of K¢ . under
the embedding ¢,. We see qﬁfa /ija as an element of Symbp, (Vi (L))*. Since vy(a) < k + 1, we have

¢/, € Symbyp (Vi (L)) <.
Step 2: By Stevens’s control theorem (Theorem , there is a unique overconvergent modular

symbol ®F € Symby, (Dg(Zy, L)) <! whose specialization is the symbol ¢7 /QF . Let &y, = &F +7 .
We define the p-adic L-function of f, by 4

Lyp(fa:-) = @5, ({oc} = {0}) 5 € D(Z], L).

Then Ly (fa) is a function on the weight space W(L). If x : Z; — L* is a continuous character, we can
see that q)i({oo} —{0})zx () = 0 if x(—1) = F1. Therefore,

Ly(fa,x) = 25, ({00} = {0}) 175 (%)

for £ = x(-1).
Since @, € Symbr(Dy(Zy, L))<k*1, by [PS11) Lemma 6.2] we deduce that L,(f,) has growth < k+1.
The p-adic L-function Ly (f,,-) satisfies the following interpolation property:

Theorem 4.1.6. Let f € Spi12(N,€) be a normalized eigenform. Let « be one of two roots of the
polynomial X? — a, X + €(p)p**! such that vy,(a) < k + 1, where a,, is the p-th Fourier coefficient of f.
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Then for any finite order character x : Z, — C; of conductor p™ and any integer j such that 0 < j <k,
we have

p Ut 1
, g+l —1) Ox(=1)(=1)J
an(=2mi)" " (x ) QF,

Ly(fasx27) = ep(f; 0, X, J) L(fx~hi+1), (4.1)

where e, (f,a,x,j) = 1 if x is non trivial and e,(f, o, 1,7) = (1 — a " Le(p)p*=7)(1 — a~1p’).
Proof. See [Bell Corollary V.7.10]. O

4.2 Functional equation of p-adic L-functions attached to mod-
ular forms

4.2.1 The operator Wy on modular forms

0

Let WN = (N

_01>. The matrix Wy normalizes the group I'1 (V) since

a b 4 _( d —¢/N
WN(C d)WN <—Nb a >

Hence the double coset operator [I'1 (N)WxT'1 (V)] on modular forms of level I'; (V) is given by the action

of Wy . The square of this action on modular forms of weight k + 2 is the multiplication by (—N)*.

Lemma 4.2.1. If T is a Hecke operator T) or a diamond operator on cusp forms of level T'y(N), then
the adjoint T* of T equals WNTWI§1. Here the space of cusp forms has the structure of an inner product
space by Petersson scalar product.

Proof. If v € GL3 (Q) is diagonal, since Wy normalizes T'; (N), we have
Wy - Ti(N)T1(N) - Wit = T1(N) - Wy W' - Ti(N) = T1(N)y* T (N),

where v* = det(y)-y~!. By [DS, Proposition 5.5.2(b)] we imply that the operator W [I'1 (N )Ty (N)]Wx"
on cusp forms of level I'1 (V) is adjoint of [I'; (N)yI'1(N)] if v is diagonal. In particular, adjoint of the
Hecke operator Tj is WxT;W ! for any prime I. By [DS, Proposition 5.5.2(a)] we deduce that adjoint of
the diamond operator (a) is Wy (a)Wx" for any a € (Z/NZ)*. O

If f is a complex function on H, define the function f, : H — C by f,(2) = f(—2).

Lemma 4.2.2. If f is a modular form, then f, is also a modular form of the same weight and level as

f- If f has nebentypus €, then the nebentypus of f, is € *. The form f, shares the same properties to be

cuspidal, normalized, eigenform, old form, newform as f. If f has Fourier expansion f(z) = Y. anq™,
- n=0
then f,(2) = > ang™
n=0
Proof. 1t follows from the identity
(fp)’ W B\ = (f’ 0 —b )p (4.2)
m\c d m\—c d

b

a
for any m € Z and (c d

) € GL$ (Q). The Fourier expansion of fp is clear. O

Proposition 4.2.3 ([Bel, Proposition 1V.3.24]). If f is a new form in Si12(T'1(N)), then
f|k+2WN = W(f)fp7

where W (f) € Kf satisfies [W(f)| = N*/2.
If f has moreover trivial nebentypus, then f|,  ,wy = W(f)f and W(f) = +NF/2,



4.2. FUNCTIONAL EQUATION OF P-ADIC L-FUNCTIONS ATTACHED TO MODULAR FORMS

Proof. We follow the proof in loc. cit. Let € be the nebentypus of f. We write fjy, for f|,  ,wy-

By Lemma [, is a newform in Sgio(N,e1).

By [DS| Theorem 5.5.3], on the inner product space Si42(T'1(N)), the diamond operators () and the
Hecke operators T; for prime [ / N have adjoints

=L =0""n.

So, for I J N, f is an eigenform of (I)* with eigenvalue e~!(I) and of T}* with eigenvalue e~ (I)a;, where q;
is the [-th Fourier coefficient of f. From the identity of Petersson scalar products ( fires f )= (f, fi,), we
have e~ 1(l)a; = a;. By Lemma for T = Tj or T = (1), it follows that f is an eigenform of WxTW "
with eigenvalue Ay given by Ay = e (1) (vesp. @) if T = (I) (vesp. Tj), for I J N. Therefore, fiw, is an
engenform of any Hecke operator 7T; and diamond operator with the same eigenvalues as f, by Lemma
4.2.2)

We show that fjy, is a newform. Let g € Sg42(I'1(V)) is an old form. By [DS] Proposition 5.5.2(a)],
we have

(fIWN’g) = (f7 g‘(*WN)) = (f’ (_1)kg\WN) = (_1)k(fvg\WN)

If g € Sp42(I'1(M)) for a proper divisor M of N, then gy, € Sk42(T'1(M)), s0 gwy = (25)" (gwa) (£7°)
is an old form. If g(z) = h(dz) for a modular form h € Si42(I'1(N/d)) and a divisor d > 1 of N, then
gwy = d_lhle/d € Sp12(I'1(N/d)), so gjw, is an old form. So gy, is an old form in any case, hence
(f,9/wy) = 0 since f is a new form. Therefore, (fjw,,g) = 0 for any old form g, so fiw, is a new form.

Since fiw, and f, are new forms in Sy, 2(I'1(V)) with the same eigenvalues for the Hecke operators
T} and diamond operators (I) with I f N, by [DS, Theorem 5.8.2] we imply that fjy, = W (f)f, for some
constant W(f) € C. We have

(—N)Ff = fwz = (fwahwy = WO L) wa = W) - (fiewa)p  (by )
=W - D fiwn)p = W) - (CDEW (N o) = W(HIP(-1)F S

Therefore, |[W(f)| = N*/2,

Finally, if f has trivial nebentypus, since a;e(l)~! = @; for any prime [ f N as above (this is still true
if f is only an eigenform rather than a newform), we have a; = ; for any I / N. By [DS| Theorem 5.8.2]
we deduce that f, = f since they are newforms in Si42(T'1(IV)) with the same eigenvalues for T; with
| f N and the same (trivial) nebentypus. Hence fiw, = W(f)f. Since W} acts on Si42(I'1(N)) by
the multiplication by (—N)* = N* (k is even since the nebentypus is trivial), we have W(f)? = N¥, so
W(f) = £N*/2 O

k+1

1

4.2.2 Functional equation of p-adic L-functions

In this subsection, we prove a formula of functional equation relating the values of p-adic L-functions
attached to a p-stabilization of f and fy,, where f € Spi2(IV,€) is a normalized eigenform. The idea is
to use the interpolation formula relating the values of p-adic and complex L-functions, and apply
the functional equation of L-functions of modular forms given in [Shii, Theorem 3.66].

Let a, be the p-th Fourier coefficient of f. As before, we choose a root a of the polynomial X? —
apX + €(p)p*** such that vy(ar) < k+ 1. Then we have defined the p-adic L-function L, (fa,-) € D(Z)).

By the proof of Proposition fiwy 1s a normalized eigenform in Sy yo(N ,e~1) for the Hecke
operators T} and (I) for all [ prime to N, and its p-th Fourier coefficient is a,, satisfying e *(p)a, = a,.
Consider the polynomial

X2 - apX + e_l(p)p’“rl =X2— e_l(p)apX + e_l(p)p]’““l, (4.3)

its set of roots is {a, B} = {e 1(p)a, e 1(p)B}, where a, 3 are two roots of X2 — a, X + e(p)p***.

Choose a root u of (4.3) such that v,(u) < k+1 (e.g. u = e '(p)a), then we can attach the p-adic
L-function Ly, ((fiwy )u,-) to the p-stabilization (fw, ). of fiw, and this p-adic L-function has order of
growth < k + 1. The functional equation of p-adic L-functions states

Proposition 4.2.4. Let f € Si12(N,€) be a normalized eigenform. By choosing appropriate periods,
for any finite order character x : Z, — £* of conductor p® and any integer 0 < j < k, where L is a
sufficiently large finite extension of Qp, one has

Lp(favXZj) = —ep(oz,u,x,j)N—k (@)n[/p ((fWN)m (Nz)k ) (ij)(_ A}g)) ,
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(1—a"'e(p)p* =) (1—a~'p?)
(1—u=te=1(p)p?)(1—u—1pk=d)"

where ey (a,u, x,7) =1 if x is non trivial and ep(o,u, 1,j) =
In particular, if u= e 1(p)a, then

Ly(fasx2?) = —N7FL, ((fIWN)El(p)O“ (Nz)*- (ij)< B J\}z)) ’

Proof. Let

(NP L (fx, 8) - (4.4)

By (4.1)), we have

, G ()G
Ly(fasx#) = ep(fr 0 1) (Vp™)

an(—i)i+ir(y —1)Qx D(=1)7

R(f,x ' ji+1). (4.5)

Similar,

pn(k+17j)(Np2n) (k+1-3)/2

—1_k—j\ __ o
LP((fIWN)uaX z )_ep(f|WNau7X7k ])u"(—i)k+1*j’r( )QX( 1) (—1)k—3

(fiwn u
R (fiwn, X k+1-73). (4.6)
By [Shi, Theorem 3.66], we have
R(f,x™" g+ 1) =" e(p)"x (V)70 "N 2R (fjwi xo b +1 =), (4.7)

note that the weight k 4 2 action of GLJ (Q) on modular forms in this thesis differs by that in [Shi] by
the multiple N*/2.

From (4.5), (4.6)), (4.7) and the identity 7(x)7(x~!) = x(—1)p", we obtain

Gad) D feu)
j Ep\J, X, X, ] |[WpnJu €p)u Vet A Y I YA
B X = = ko AN ) N

Qs e(p)u\" ]
= —ep(a,u, X, J)Qf(WNl)(l)jN_k ( i ) Ly <(f|WN)u7 (N2)*- (x27) (_Nz)> .

We show that the above quotient of periods can be removed for well-chosen periods. Choose an integer
0 < j/ < k such that (—=1)7 = y(—1)(-1)/. By a theorem of Manin-Shokurov (see [Bel, Theorem
IV.4.11}), we have

)
* Lp((fjw Jus X~ H2577)
(-
Ju

L(fa,J"+1) L((fiwy)usk = 3" +1)
QD17 (i) 1 € Ky, ) QX(_l)(_l)k—j(ﬂ_i)ki‘jLFl € K(f|wN)u CcL
fa (f\WN)u
if L contains the image by ¢, of a and the fields K, Kf\wN' We get
x(=1)(=1)*7 ., y
(f\WN)u . L(fomj + 1) . L((leN)u?k _.7 + 1) c L
Q}((fl)(fl)j (27m')j’+1 ! (27Ti)k7j'+1 :

By (4.4) and (4.7), we obtain

L(fa, i +1) L((fiwy)u kb — 3" +1)
@) T @miEr

note that L(fa,s) = (14+(a—a,)p~*)L(f,s) (since L(f(pz),s) = p~°L(f, s)), and similar for L((fjwy )u, s)-
We deduce that

€L,

x(=1)(=1)F7
(fiwyu

QD €L
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Since the periods Qi , Q(if‘wN)u are determined up to multiplication by elements in K fxa , K (>}\WN ), Fespec-
QX(=1D(=D*~J

tively, which are contained in L, we conclude that the quotient % in the functional equation
fo
can be removed. We get the desired formula.
If u=¢"1(p)a, then e,(a,u,x,j) =1 for any y. O

Corollary 4.2.5. For any locally analytic function g : Z;; — C,, one has

Ly(f ) = =N L,y (e Vo0 - 512) ) (18)

Proof. Since the expressions in the left and right hand sides of are distributions on Z) of order
< k + 1 in the variable g by the construction, it suffices to prove for locally polynomial functions g of
degree < k by Theorem ) Therefore, we can assume that g(z) = Lojpnz,(2) - 27 for a € ZX,n €
N* 7 € N,;0 < j < k. By Proposition is true for any g is of the form yz’, where x is a finite
order character Z; — (C;j and j is an integer such that 0 < j < k. We show that the function 1,4,n7,
is a finite linear combination of finite order characters x : Z; — CJ.

Lemma 4.2.6. Denote by (Z/p"7Z)" the group of characters on (Z/p"Z)* = (Z,/p"ZLy)*. For a € L}
ora€Z,(a,p) =1, we have

"“l(p—1) ,if a=1(modp"),
@z{p .
XG(Z/Zp"Z)V X 0 , otherwise.
Proof. For every ¢ € (Z/p"Z)", since (Z/p"Z)" = {x¥ | x € (Z/p"Z)"}, we have
Yo ox@= Y (@ =v@ D xla).

X€E(Z/pnZ)Y XE(Z/pnZ)Y X€E(Z/pmZ)Y

If a # 1(mod p™), there exists a character ¢ such that ¢ (a) # 1, so > xf(a) =0. If a = 1(mod p™),
x€(z/p"L)¥
then x(a) =1 for any x € (Z/p"Z)", so

> x@) =Z/p')Y | =p" " p- 1)

X€(Z/pnZ)Y
O
By the lemma, we have
z 1 z
b= (D) =gy £ x()
X€(Zp /p"ZLp)Y
_ Z x(z)

n—1 —1 :

ez, PP = Dx(a)
The assertion is proven. O

Corollary 4.2.7. If f € Sp42(N,€) is a new form, then

Lp(fas x27) = —ep(a,u, x, 5) - W(f)NF (E(Z)u) ’ Ly ((fp)u, (N2)* - (x27) (‘1@))

for any finite order character x : Z; — C)* of conductor p" and any integer 0 < j < k, where W (f) is

given in Proposition [[.2.3
If moreover f has trivial nebentypus, then

Ly(farg) = -W(f)7'L, (fw (Nz)kg( - le>)

for any locally analytic function g on Z; with values in Cp.
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Proof. If f is a new form, then fjw, = W(f)f, by Proposition m The first formula is clear by
Proposition [£.2.4]
If moreover f has trivial nebentypus (i.e. e = 1), then ¢ '(p)a = o and fijw, = W(f)f with
W(f) = £N¥/2. By Corollary we have
—k k 1
Lylfasg) = -N W) L, (fon (V20 12))

for any locally analytic function g : Z; — C,. The second formula follows since N W) =W ()L O



Chapter 5

Functional equation of p-adic
L-functions attached to automorphic
representations of GLo

Throughout this chapter, let F' be a totally real number field and m be a cohomological cuspidal
automorphic representation of GLy over F' (see Definition , such that m, is not supercuspidal for
any place v of F' dividing p. We choose a regular p-refinement 7 of 7, i.e., choosing a character v, of F,*
which appears as a one dimensional sub of the Weil-Deligne representation attached to m, via the local
Langlands correspondence for GLa(F,), for each place v of F' above p.

Assume that 7 is non-critical (see Definition , by using the theory of automorphic symbols,
Barrera, Dimitrov and Jorza in [BDJ] have constructed a p-adic L-function £,(7,-) as a distribution on
the Galois group Gal, of the maximal abelian extension of F' which is unramified outside p and infinite
places, and they have shown an interpolation formula between p-adic and complex L-functions of 7 (see
Theorem . Moreover, they proved the following functional equation:

Theorem 5.0.1 ([BDJ, Theorem 6.4]). Let & be a regular non-critical p-refinement of a cohomological
self-dual cuspidal automorphic representation m of GLg over F with tame conductor n, such that m, is
Twahori spherical for any place v above p. For any p-adic valued continuous character f on Galey. and
any finite order character x on Gal,s, one has
Ly(@,x - f) =En (- [)=wa)Lp(7, (x - ) o ()7,
where wy, is a uniformizer corresponding to the idealn and £, = s(m %) 11 E(m7 %) s a product
v|p,myis special

of e-factors. Here Galey denotes the Galois group of the cyclotomic Zy-extension Feye C F(jupe) of F.

This chapter is devoted to prove a generalization of the above theorem where the hypothesis on the
Iwahori sphericality of 7, for v|p is reduced to the case 7, is not supercuspidal and the central character
of  is allowed to have the form w? for a finite order character w of Gal, (see Theorem|[5.3.5). Similar to
the proof in [BDJ| of the above theorem, we will prove its more general version not only for individual 7
but also for a family of automorphic representations in a neighborhood of 7 in the eigenvariety indexing by
cohomological weights. The key ingredient of the proof is the following generalization to our hypotheses
of [BDJ, Corollary 6.3]:

Theorem 5.0.2. Suppose T satisfies the hypotheses in Theorem[5.0.1| except that w, is not supercuspidal
for any place v above p rather than Iwahori spherical. Then

L7, X ()07 = &r - x(—om) - ()5 L, (7, x (LT

for any finite order character x of Galpee with p-adic values and any integer r critical for the cohomological
weight of m (see Definition W, where (), = chcw;1 : Galpoo — 1+ 2pZ, is the character on Galyoo
given by the quotient of the cyclotomic character Xcye by the Teichmiiller lift wy, of Xcyc modp.

Theorem is implied from Theorem for representations having very non-critical slope in
the family (see Definition [5.1.6) by applying [Vis, Theorem 2.3] and Lemma and we deduce from

67
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the continuity of p-adic L-functions when the weights vary. The strategy to prove Theorem [5.0.2] is as
follows: as before, we will prove for a family of automorphic representations in a neighborhood of 7 in
the eigenvariety, so we can assume that 7 has very non-critical slope. Firstly, we prove for characters y
such that x, is highly ramified (i.e. the conductor of x, is big enough) for all v|p. To do this, we apply
the interpolation formula relating p-adic and complex L-functions of 7 given in [BDJ, Theorem 4.2], and
we deduce from the functional equation L(m,s) = e(m, s)L(mY,1 — s) of L-functions, where 7" is the
contragredient of w. Then we obtain the desired formula by applying Lemma [1.2.5

Here is the outline of the chapter. In Section [5.1, we introduce the notion of cohomological and
non-critical automorphic representations, and cite a result about the existence of families of such repre-
sentations. In Section we study e-factors for GL; and GLs. We finish the chapter with the functional
equation given in Section [5.3]

Notations

In the sequel, let d = [F : Q] and we denote O the ring of integers of F' and 9 its different. Denote
by Ar the ring of adeles of ' and Ap ; the ring of finite adeles. Then Ar = A®qg F and Ap s = A ®q F,
where A = Ag and Ay = Ag s. Let Fiw = F ®g R.

For each finite place v, denote by ¢, the cardinal of the residue field of F' at v, and denote §, the
valuation at v of the different 0.

Let ¥ be the set of infinite places of F' which are embeddings of F' in the algebraic closure Q of Q in
C. Composing with the embedding ¢, : Q- Qp yields a partition ¥ = U,eg,Y,, where S, is the set of

places of F' above p, and a place o belongs to X, if v is the kernel of the composition O i Zp —» Fp.

For each fractional ideal § of F', we choose an element w; € AIX?’ f such that w,; = w, - ws for any
finite place v, where w, is a uniformizer of the ring of integers O, of F,.

Recall that Gal,o, denotes the maximal abelian extension of F' which is unramified outside p and
infinity. By class field theory, there is a correspondence between finite order characters of Gal,., and
finite order Hecke characters of F' which are unramified outside p. The cyclotomic character xcyc :
Galpoo — Gal(F(pupe=)/F) — Z, corresponds via class field theory to the character xcye : Fif \Af, F Ly
mapping y to Hvesp Ng, /0, (o) |yslF, where FY is the set of totally positive elements of F. We extend

the Teichmiiller lift w, to F by the sign character. The character (-), = Xcycw, = can be seen as the
projection on the Galois group Galeye = Gal(Feyc/F) of the cyclotomic Zp-extension Feye C F'(ppe) of
F.

We consider the additive character ¢ : Ap/F — C* given by the composition of the trace map of
adeles from F to Q followed by the usual additive character 1o on Ag/Q given by 1o = exp(—2mi-) and
Yo|q, is the value of exp(2mi-) at the [-non integer part of Q; for every prime number [. The conductor
of v, is —4,, for any finite place v.

If x, is a character of F}) of conductor c,, for a finite place v, we define its local Gauss sum by

T(Xvawv) = / ey —bu gyx Xv (JJ) ¢v (515) dyx

which is independent of the choice of uniformizer, where d,, is the Haar measure on F,, giving O, volume

q;6”/2. If x, is unramified, then 7(x,, ¥y) = Xo (wv)";“ qg”/g

be d}xz = dyz

=l

. The Haar measure on F,* is considered to

For a Hecke character x : Ax/F* — C* of conductor ¢,, we define the global Gauss sum

T(X) = H T(Xv,wv) = H T(Xva¢v) H Xv(wv)iangv/z'

v foo v|ey v [ty 00

5.1 Families of cohomological cuspidal automorphic representa-
tions

As introduced in the beginning of the chapter, we will prove a functional equation of p-adic L-functions
attached to a family of certain cuspidal automorphic representations of GL2(Ar). In this section, we
consider a family of partial non-critical refinements of cohomological cuspidal automorphic representations
of GLy(Ar) which are not supercuspidal above p.
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5.1.1 Cohomology of Hilbert modular varieties

Let G = Resp,. zGLa. Let Koo = O2(Fu)FZ. Denote by KT the connected component of the unit
in Ko, then K = SOo(F)FX

[o ok

For an open compact subgroup K of G(Ay), we define the Hilbert modular variety of level K as
Vi = GQ\G(A)/KKZ,.

It projects to C := F*\AY /det(K)F by the determinant map. The fiber Yi[a] = det™'([a]) of each
class [a] € C}Jg has the structure of a symmetric space by the isomorphism

PA\GL /KL = Yi|a]
a 0

—1
where I'y, = G(Q) N (g (1)> K (g (1)> G1 . Therefore, Y is a complex manifold.

In the sequel we assume that K is small enough such that for all g € G(A):
GQnNgKKLg'=F*NKFEX. (5.1)
Given a left K-module V such that
F* N KFZ acts trivially on V, (5.2)
then the group G(Q) NgK KL g~ acts trivially on V. We get the local system V:
GQ\(G(A) x V)/KKS, — Yk

defined by v(g,v)k = (vgk,k~v), where v € G(Q),g € G(A),v € V and k € KKZ,.
We also denote by V the sheaf of locally constant sections on Y.

5.1.2 Cohomological cuspidal automorphic representations

Let B C G be the Borel subgroup of upper triangular matrices and 7" be the torus of diagonal matrices.

An element k = ) koo € Z[¥] can be identified with a character of Resp/gG,, as follows: for any
cEX
QQ-algebra A, we define the character

v e (Fag A wah =[] o) € A%
oex

Integral weights of G are characters of T of the form diag(a,d) — a*d* for (k,k') € Z[Z]®. Such a
weight is called dominant if k, > k. for any o € ¥. Each dominant weight (k, k") induces an irreducible
algebraic representation of G(A) given by

Q) (Sym*s*o @ det*~)(42).
oEY
Suppose that (k,%k’) is dominant. For a Q-algebra A, we define the representation Ly i/ (A) of G(A)

consisting of polynomials P of degree at most (k, — k. )scx in the variables z = (2, ),ex with coefficients
in A, where the action of G(A4) = GLy(A)* is given by

B & k! (07 + b _{a b
P, (z) = (det)" (cz + d) P(cz n d) for v = (c d) € G(A). (5.3)
The dual Ly ;. (A) = Homa (L 4 (A), A) is induced a left action of G(A) given by

(v )(P) = p(P(detv)~14)s (5.4)
where v € G(A), pu € Ly ;.. (A), P € Ly 3 (A). Tt follows that

LY (A) = R)(Sym™ o @ det ™) (42).
oeD
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Definition 5.1.1. A dominant weight of G is cohomological if it is of the form

(W-i—kg—? W—|—2—k‘g>
2 ’ 2 0627

where (k,w) € Z[X] x Z satisfying ks > 2 and ky = w (mod 2) for any o € ¥. We will write simply (k, w)

for this weight.

The left G(A)-module L)  (A) induces the sheaf £} | (A) on Yi. The condition (5.2)) for Ly  (A) is
equivalent to

Fo(e) =1forany z € F* N KFZ.

If (k,w) is a cohomological weight and o € X, we consider the induction from B, to G, of the
character which is trivial on the unipotent radical and given on T, by

diag(a, d) — G(W+k"_2)/2d(w+2—ka)/2’9‘1/2.
It has a unique non-trivial finite dimensional quotient which is Lj_ «(C) and the kernel is denoted by

Tk, w-

Definition 5.1.2. We say that an automorphic representation m of GLa(Ap) has cohomological weight
(k, w) if moo = ®Z7rkmw.
[AS

Cohomological automorphic representations of weight (k,w) play an important role since they con-
tribute to the cuspidal cohomology group HS (Y, Ly ,(C)) in the following decomposition:

cusp

ngsp(YKvﬁz,w(C)) = ®Hd(gooa szoa L}c/,w((c> ® 7T'OO) Y ﬂ-JIf{a

where 7 runs over all cuspidal automorphic representations of G(A) and g, denotes the complexified Lie
algebra of G-

Definition 5.1.3. Let w be a cuspidal automorphic representation of G(A) and let v € S,. We say that

i) T, is regular if either it is a twist of the Steinberg representation or it is a principal series repre-
sentation associated to two different characters.

it) If m, is not supercuspidal, a refinement of m, is a one dimensional sub v, of the Weil-Deligne
representation attached to m, via the local Langlands correspondence for GLo(F,).

ii) For S C Sy, an S-refinement of m is a pair g = (7,{vy }ves) where v, is a refinement of m, for
each v € S. From now on, if S = S, we will omit it from the notations, e.g. we write © for g,
and call it a p-refinement of .

5.1.3 Partial non-critical refinements and its families

We introduce the notion of partial non-critical refinements of automorphic representations of G(A)
which is crucial for the existence of p-adic L-functions of Hilbert cusp forms constructed in [BDJ]. We
state a theorem about the existence of such families indexing by cohomological weights. The definitions
in this subsection follow from [BD.J].

Let S C Sp. Let @ = (7, {Vy}ves,) be a regular p-refinement of a cuspidal automorphic representation
of cohomological weight (k, w) and tame conductor n which is not supercuspidal above p.

For an ideal f of O we consider the following open compact subgroups of G(Z):

K0<f):{(“ Z)eG(ZHcef}, Kl(f):{@ Z)GG(chef,der}.

Cc

The double coset operator K;(n)xK;(n) = U, K1 (n)z; for z € G(Ay) acts on automorphic forms of level
Ki(n) on the right by

g\Kl(n)zKl(n)(') = Zg('ﬂffl)-
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For each finite place v of F', we define the Hecke operator T, given by the double coset operator

Ki(n) (7%” (1)> K1(n) and for v not dividing n we let S, = {Kl (n) (%” £v) K3 (n)]

Consider v € S,. If 1, is a twist of the Steinberg representation we let K, = K¢ (v), if m, is a principal
series attached to characters xi.,x2,, we let K, = Ko(v) N K1 (v™), where m, is the conductor of

le/XZv~Let
K! = ker (K, 2% 0% 22 ©).

For a uniformizer w, € O, and § € O;° we define the Hecke operators

_ ! Wy O !/ _ / 6 0 7
= [ (5 ) k] wava= [ (9]

Remark 5.1.4. By the abuse of notation, the Hecke operator U, on automorphic forms is defined by

the matrix ), while we use the matrix for the action of U, on p-adic distributions, since

p 1
0 1 0
the matrices act on automorphic forms on the left and on distributions on the right.
We fix a prime ideal u of F' such that:
i) If K is an open compact subgroup of G(Ay) with K, = Ko(u), then K satisfies (5.1)),
ii) u is unramified and 7, is an unramified principal series with Hecke parameters «,, # (.

The existence of u follows from [Dim09, Lemma 2.1].

Definition 5.1.5. Let I/ be a number field containing the Galois closure of F', the rationality field of 7y,
the Hecke parameters of m, and the values of the characters v, for v € Sp.

Let m, be the mazimal ideal corresponding to wy of the Hecke algebra T = E[T5,, S, |v f nup).

For § C Sy, we consider the mazimal ideal

Mig = (Mg, Uy — ay, Uy, — (@), Us —14,(8) |0 € O, v € 5)

of the Hecke algebra Tg = T[Uy, Us,,Us |6 € OF v € S].
We consider the following open compact subgroup of G(Ay):
K(7s,u) = Kow) [[ ™) [ K2
vgSU{u} veES
where m,, is the conductor of .

Definition 5.1.6. The slope hz, of T, = (7, Vy) is the p-adic valuation of

Vo () H U(wv)(kn+w—2)/2_
oEX,

This slope is independent of the choice of uniformizer.
We say that T, has non-critical slope if e,hz, < mizn (ks — 1), where e, is the ramification index of
o€y

p atv.
For § C Sy, we say that Tg has non-critical slope if T, has non-critical slope for any v € S.
We say that & has very non-critical slope if

E eyhz, <min(k, —1).
oeX
vES)

Consider the monoid
O, O,
As= J[ GLa(F) [] GL2(F) N (Ff (wU o, 05) )
veESH\S vES

which contains the partial Iwahori subgroup Is = A¢ NG(Z,) = [] GL2(O,) [1 Ko(v).
vES,\S ves
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For a finite extension L of Qp, we let

Askw) = AOrs. L) @1 Q) Lk, w(L)

0ETs,\S

be the space of L-valued analytic functions on O ®Z, which are polynomial of degree at most (ks —2)scx,
in the variables (z5)scx, for v € Sp\S. Denote by Dg (4w its continuous L-dual.
We define a continuous right action of I's on Ag, ,w) given by

= (Ww+2—ks)oex)/2 ko (az+b
o) = (det7) (s + a2 (220,

where f € Ag (rw),7 = <CCL Z) € Is,z € Op ® Z,. We extend to an action of Ag by putting

f =T 0 (2) = f(w)~%2) for all v € S and integers r > s.
| 0 wj
It induces a continuous left action of Ag on Dg (1), given by

(7 ' H)(f) = :u(f|(det'y)*1-"/) for Y€ As,ﬂ € DS,(k,W)v f € AS,(k,W)'

The natural inclusion L (L) — Ag kw) induces the dual map ps : Dg rw) — LX,W(L) which is
equivariant for the action of Ig (see (5.3) and (5.4)) but it is not Ag-equivariant. More explicitly, for all
v €S and pu € Dg (k,w), one has

ps( <%” ?) -u> =[] o(w,)vth-—272 (? (1)> - ps ().

cEY,

Now let K C G(Ay) be an open compact subgroup satisfying (5.1) and K, C Is. The homomorphism
ps induces a homomorphism on the cohomology:

ps : HA(Yk, Ds,(kw)) — Ho(Yre, LY (L)) (5.5)

which is equivariant for the action of Uy, on the left space and the action of the normalized Hecke

operator Uy = ( 11 a(wv)(w+k”_2)/2>Uwv on the right space, for any place v € S.
oEY,

Let hg = (hy)ves € Q2. By [Urb, Lemma 2.3.13], the cohomology group H; (Y, Ds,(k,w)) admits a
< hg-slope decomposition

H('(YK7 DS,(k,W)) = HC(YK? DS,(k,W))ShS S HC(YK7 DS,(k,W))>hS7

where H(Yk, DS’(kyw))ShS denotes the subspace of elements having slope < h, with respect to Uy, for
allv e S.

Henceforth we consider K = K(7g,u). The following theorem generalizes Stevens’s control theorem
for overconvergent modular symbols (see Theorem .

Theorem 5.1.7 ([BDJ, Theorem 2.7]). Let hg = (hy)ves € ng be such that eyh, < ;nin (ko — 1) for

v

any v € S. Then (5.5)) induces an isomorphism of < hg-slope subspaces
ps  Hi(Yi, Ds kw))="° — H.(Y, L} (L)<,

where we consider the operators {Ug,,v € S} on the left hand side and {UZ, ,v € S} on the right hand
side.

Definition 5.1.8. We say that g is non-critical if the localization
ps + Hy(Yk, Ds, o) Jme . — Ho(Yie, L5 o (L))

of (5.5)) is an isomorphism, where mS _ is the normalization of mzg with the components Uy, — Uy (o)

of mz, for v € S are replaced by Uy, — vy(wy) [] o(w,) W ke =2/2 When S = S, we say that T is
ocEY,
non-critical.
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Corollary 5.1.9. If g has non-critical slope, then g is non-critical.
Proof. Tt is immediate from Theorem [5.1.7 O

Definition 5.1.10 (Weight space). Let X be the (d + 1)-dimensional rigid analytic space over Q, such
that

X(C,) = {A € Homeons (T(Z,),C) | 3wy € Homcont(zg,c;),A( (Z Z) ) = WA(NF/@(Z»}.

e let A Z) = _ z). €re 1S a morpnism
We let ky(2) A((Z Z1)>N2F/Q() There i hi

X(Cp) — Homeont ((OF ® Zp)* x Z, C})

A= (ki,\,W)\). (5.6)
The space X contains all cohomological weights of G which are very Zariski dense in it.

Definition 5.1.11. Fiz a cohomological weight (k,w). Given a subset S of S, we let Xs, resp. X¢
denote the rigid analytic subspaces of X consisting of weights which coincide with (k,w) on

0x 0 0x 0
11 (0 Cm),mw.II (0 1).

vESH\S vES,\S

We are ready to state a result about the existence of families of partial non-critical refinements
indexing by cohomological weights.

Theorem 5.1.12 ([BDJ, Theorem 2.14(iii)]). Suppose that Ts is non-critical. There exists an affinoid
neighborhood Us of (k,w) in Xg such that we can attach to any cohomological weight A € Us a non-critical
S-refined weight A cuspidal automorphic representation Ty s of G(A).

By the above theorem, we can take an affinoid neighborhood X (7) of (k,w) in the weight space X
such that for any cohomological weight A € X (7), 7 is non-critical, the map A — (ky, wy) defined in
is injective on X (7) and wy ow, = wy . By [BDJ, Lemma 5.1], we can further assume that the tame
conductor of 7y equals n for every cohomological A € X (7).

We consider the subset of X'(7) consisting of weights parametrized by the variables ((kx s)ses, Wi)
which correspond via to characters of the form

z = ((Z’U)’UGSP7ZO) € H O;( X Z; = (/ﬂ,W)(Z) : <Z(]>;V)\_W H H U(<Zv>v)kk’a_kg € (C;;»

vES) vESy 0EL,

where (), : O — 14+w,0, is the natural projection map. We denote by X*"(7) C X(7) a neighborhood
of (k,w) in the space [[,cx, (ko +2pOc,) x (W + Oc,) of these analytic weights.

5.2 e-factors for GL; and GLs

The e-factors appear in the functional equation of L-functions of cuspidal automorphic representations.
In this section, we recall and list some properties of e-factors for GL; and GLs.
Let x be a Hecke character of F and 7 be a cuspidal automorphic representation of GLa(Ar). Then
X = ®X, and m = ®m,, where v runs through all places of F and x, (resp. m,) is the local component at
v v
v of x (resp. ).
For a locally constant function ® on F,* with compact support, we define its Fourier transform as

&m=ﬁ¢@%mww

v

It follows that ®(z) = ®(—x). By [Tat67, Theorem 2.4.1], there is a meromorphic function (xu, s, %)
with s € C such that

[ @ @l de =) [ @@ lal dia

v
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for any test function ®. We define the local e-factor &(xy, s, 1) by

L(Xva )

€(Xvs 8, 1w) = Y(Xo, 57wv)m

where the local L-functions for GL; are defined by

' if v Jooand x, is unramified,

(1= Xo(@o)a, )~

L ) 1 if v fooand x, is ramified,
vy §) = . .

X m(s+0/2 (=) if v is real and x, = | - |k,

q(sHHD/2 (L) if p s real and y, = sgn| - [k

The global e-factor of y is

8) = Ha(X'ua Sa¢v)-

By the same way, we can attach to m, an e-factor e(m,, s,1,) for any place v of F' and attach to 7 a
global e-factor e(m, s).

We list some properties of local e-factors for GL; and GLs. Let v be a finite place of F. From now
on we will use the symbol ¢ (resp. ¢) to denote the local (resp. global) conductor of Hecke characters
and automorphic representations of GLy over F' (e.g. the conductor of x, (resp. m,) will be denoted by

Cx, (resp. cx,)).

i)

ii)

iii)

If x, is unramified, by the formulas (3.4.6), (3.2.6.3) and (3.2.6.1) in [Tat79], for any s € C and any
character p, on F;¢ of conductor c,,, one has

€(7Tv ®Xv;35¢v) = Xv(wv)CW1)+26U€(7T1MS 1/)1;) (57)
g(XU'uU’ 85 1;[}1)) = Xv(wv)cqur UE(M?)’ S 7/}1))
E(va 8 w”) = Xv(wv)équ; du(s— 1/2).

(Note that we take the Haar measure dz, giving O, volume ¢, /2 1yt in [Tat79] they consider the
Haar measure giving O,, volume 1). Therefore, for any ¢t € C, we have

5(7[-’078 + t’d}’l}) = (ﬂ-’U ® | |’L) ) S, ’(/}’U) - ;t(cﬂ'v+26 (7(’117871/}11)7 (58)

—t(cy, +0v
e(xwrs +1,00) = e(xw [l 5,00) = a0 e (5, 100)
for any m, and any x,.

For any x,, by [Tat79, (3.2.6.2)], one has

_ —s —s(e Sy _
e(X0s 8, %0) = / gy X @ (@ duw = T (G ). (59)

S0 T(Xo e, Vo) = Xo(wy) ™ Cuo )7 (1, 1h,) if x, is unramified and p, is any character of FX.
From the identity of local e-factors (see [Schml (7) and (12)]):
E(XU7571Z)U)8(X17171_S’¢U) :XU(_1)7 (510)
8(7'('1,, Sa"/JU) E(ﬂ-q\)/’ 1—s, wv) = wﬂ'v(_l)

(where 7 is the contragredient representation of 7, and w,, is the central character of 7,), we get
the identity of local Gauss sums:

00 T (0 ) TG ) = xu( 1) (5.11)
The identities of global e-factors for GL; and GLs state
e, 8)e(x H1—s) =1,
e(m,s)e(r¥,1—3s) = 1. (5.12)

If x, is highly ramified, by [JS| Proposition 2.2], for all characters a, 8 of F,* such that af = ws,,
one has

E(ﬂ'v  Xv, S, %) = E(Xvaa S, "/}v) : E(Xvﬁa S, %) (513)
In particular, e(m, ® Xo, S, V) = €(XoWn,, S, Uo) - €(Xv, S, P¥w) if Xo is highly ramified.
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5.3 Functional equation of p-adic L-functions

This section is devoted to the proof of a generalization of Theoremm (see Theorem 5.3.5)). Through-
out this section let 7 = (7, {Vy}ves,) be a regular non-critical p-refinement of a cuspidal automorphic
representation m of G(A) of cohomological weight (k, w) and tame conductor n such that

7 has central character w, = w?|- |} with w even, and 7, is not supercuspidal for any v € S,, (5.14)

where w is a finite order character of Gal,., corresponding to a Hecke character which is unramified
outside p.
By the assumption about w,, the twist 7 ® w™! |~|;W/ % s self-dual, its root number is given by

1—
Ergu-1 = 5<7r ®wl, TW) e {£1}.

(the fact that e,g,-1 € {£1} follows from where we take s = 1).

Denote by St, C S, the subset of places v such that m, is the twist (by v,) of the unitary Stein-
berg representation . We let St, denote the Steinberg representation at v. If v € S,\St,, then
Ty = (W |-|11)/2 ) Oy H}/z) is a principal series, where a, = wy, v ! ||;1

Let L be a finite extension of Q, containing the image by ¢, of the number field E in Definition
5.1.5] The non-criticality of 7 allows us to attach a p-adic L-function £,(7,-) defined in [BDJ, (4.2)],
which is a p-adic distribution on Gal,o, with values in L. This p-adic L-function is the specialization of
a multi-variable p-adic L-function £, € D(Galp, O(X (7)) (see [BDJ, (4.8)]).

Definition 5.3.1. We say that an integer r is critical for the cohomological weight (k,w) if

ky — 2
0§r71+w+f§k072 for all o € 3.

The p-adic L-function £, (7, -) satisfies the following interpolation formula:

Theorem 5.3.2 ([BDJ, Theorem 4.2]). Let x be a finite order character of Gal,oo and for v dividing

p denote by c, the conductor of xyvy. Let r be a critical integer for (k,w). Letting Np/g(i) = i and
denote by Q. the period defined in [BD.J, Definition 1.14], one has
N7 (i) x (w5 ! 1
Ly(7T,x - ny‘cl) — _F/e Tf(l 2 )L<7T X, T — 5) H E (y, Xv,T), where
ngwp’oo vES,
sc —(co+0y - _ .
a5 (xoro) (@8 ) g DT (3o, 1) if cp > 1 and xpwn, vy, " ramified,

—1
1— W’”‘J]:—Il)w”vqic“(xvyv)(w&“)% if ¢, > 1 and xywr, v, ' unramified,

v v
v

E Ty, Xv, 8) = 1_ (Xvwm,:,_jll)(wv)> ( 4! )

. if Ty, ® Xo 1S unramified,
v
-1

s

1

~ ove) (@) otherwise.

Note that the first and second expressions for the values of F-factors in the above theorem are

multiples of those in [BDJ] by the factor 5 7°*/? since our Gauss sums differ from those in [BDJ] by the

multiplication ¢ +%/2,
We now prove a more general version of the formula comparing special values of L£,(7,-) given in
[BDJ, Corollary 6.3]. Note that in ibid. they assume that 7 satisfies their condition (4.12), while we

assume only the condition ([5.14]).

Proposition 5.3.3. Suppose 7 satisfies (5.14). Let x : Gal,oo — L* be a finite order character and let
r be an integer critical for (k,w). Then

L7, Xy ) = Ergumt - (xwwy /) (=wn) - () 27 Ly (7, x T w0, ()T, (5.15)
where € gu-1 = Exgu-1 - I1 8(7TU Qwyl, PTW, U) e {£1}.

VESt,,Vywy Lunramified
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Proof. We will prove not only for individual 7 but also for any 7 where A € X'(7) is cohomological. We

remark that the slope is constant in the family and equals Y e,hz, (see Definition [5.1.6). Since the
vESy

cohomological weights having very non-critical slope are Zariski dense in X'(7), we can assume that (k, w)
is such a weight. Regarding both sides of (5.15) as functions of x(-); ™", since L,(7,-) € D(Galpoo, L) has

growth at most > e hz, < rmn (ks —1), by Lemma|1.2.5(it sufﬁces to prove for characters x such that
vES),
Xv is highly ramified for any v € S,. Suppose that x is such a character.

By the functional equation of the Jacquet-Langlands global L-functions:
L(m,s) =e(m, s)L(rY,1—s)

(see [JL, Theorem 11.1]), we have
1 1 3
L(w@x,r— 5) :5(7r®x,r— 5) ~L<7rv®x_17§ —r)
_ 1 -1, -2
—E(7T®X,T—§>~L(7T®X w ,f—r—w). (5.16)
Combining with Theorem we obtain
T w - 1
£y(7, XX ) = NEGEH () - () (3 e (m @ xor = 5) %

7Tv7 va ) -2 1—-r—w
X L w . 5.17
|| oo wid 2= r —w) (T X T W X e ) (5.17)

vES)y

1

For v € S,, since Y, is highly ramified, it follows that the characters x,v, and x,wx, v, " are all ramified

v
with the same conductor which equals the conductor ¢, of x,. So

- TCxy Cxo Oy
E (7, Xo, ™) = 67 (o) (@) g0 P02 1 (1, 10,

~ _ 2—T—W)Cy, _ _ » Cyxp+00/2
B, X w0y 2,2 = = w) = 7T (g w2 (@00 T (0w B ).
Hence
E(rm r+w—2)c s
(7Tv7Xv7 ) _ q1()2 +w—2)cy, (Xvwv)(wu)%“ T(XUVU ¢v)

(X;1W;2Vvv d)w)
r+W—2)Cy, » Cxo Oy _
= g T (w0, ) (@) 20T (X )T (w2 L 0 )ae T (wdvy (1) (by (-11)).

Since x, is highly ramified, by (5.9) and (5.13]), we have
T(XoVu, o) T(Xowp vy ' 1h0) = T(Xown, ¥o)?.

E(ﬁ'v,Xv Wy ,2—r—w)

Therefore,

E(7y, XvsT) -1 2r4 2 —(exy+00) (2 2\ _§ 2
= (yv )NV =4 (¢ xv Y W (@0 )T (X oWes Yo ).
g E(fy, Xo 'wy 2,2 =7 — W) O™ ) (=N g X)vg Qo (owi ) (@3 )T (Xowo, Yo)

(5.18)

Lemma 5.3.4. Suppose w satisfies (5.14]). Let x be a character of Galpeo such that x, is highly ramified

for allv € Sp. Denote by ¢, = ] UCXv the conductor of x, one has
vES)

c(r®xr — 3) = Erpunr - (o) (1) () (@W)N LG ™2 (m) - N2 (6) %

(2—2r—w)d, 261, (1—2r—w)é, -1, —1 2
< [T 4 % (xww) (@)* T or(xy twy )
v [poo vESy

Proof. For an infinite place v, since 7, is a discrete series, the value (7, s,1,) is independent of s and
of twisting m, by any character of F* (see [Knal, (3.7)]). So

s(m@xv,r— ,wv)z (m@w;l,l_iw,wv). (5.19)
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If v is a finite place not above p, then x, and w, are unramified since they are characters of Galyos, SO

Ty @ Wy, L and 7, have the same conductor L e We have

E(m @ Xos T — %,wv) = s(m ®wy ! ® Xowy, T — %,wv)

= c(mo @t — 1) () (@)= oy (7))

= e @y, 5 )all T I () ) 2 (b () (5.20)
For v € S, since X, is highly ramified, applying with a = w| - [V and § = w, we get

5(7Tv ® XosT — ,wv) = 8( oWy, T — % +W,wv)€(xuwv,r - é,wv)
06wy ) (by (B9)), (5.21)

_ ql(il 21 —w)(Cxp, +6v)

note that ¢, ., = ¢y, since x, is highly ramified.
We claim that

( @ 1 1/) ) (vpw; 1) (—1) if v € S,\ St, or v € St, and vyw, ! is ramified,
Ty w Ty Vv = w . 1 .
—(vowy Y (@) qw 2 ifye St, and v,w, ! is unramified.
(5.22)
Indeed, if v € S,\Stp, then 7, = 7(v, H:} cwr Vg ]y 1/2) is a principal series. So m, ® w, 1 =

7 (vpwy ! |~\11)/2 , Wyl L |-|K_1/2). By Proposition 3.5], we get

oot ) s e )
=a(uvw;171—5,wv)e( vt So) = (e 1)(—1> (by (5.10)).

Consider v € St,, then 7, ® w, ! = vyw, ! St,. If v,w, ! is ramified, by Proposition 3.6], we have

(momwrt, S5 ) = e (mer Y2 S5 e (e 12 S5 )
:g(y wyl, ,wv) ( Ly, = ,wv) (since v = wy, = w2 ||V)
= <uvw;1><—1> (by (5.10)).

If v € St, and v,w, ! is unramified, again by Proposition 3.6], we obtain

1- 1-— _ 1-
e(m @i, =50 = (v Y2 5w e (ne 1Y =5 )

(1= (v, wo) (@) "*) !
(1 (vows V) (@u)ay’?)

= —(vow; ) (@o)ay .

The lemma follows from (5.19)),(5.20)), (5.21) and (5.22]). O
From (5.17)), (5.18) and Lemma we obtain

~ r— ~ 1—r—w/2 r—w
‘CP(’]TvXchcl) = &r@w-1 " (Xw)(fwn)NF/Q / (711),6 (’/T X 'w 2X(lzyc )7

Lol 552)

L(u wv1‘ | 1/2 12w)

(va_l)( 1)-

where we used the formula ¢, ; (exut) T(Xowo, o) T(Xo T wy Ly 1) = (Xewy)(—1) for any v € S, (see )
with the note that ¢y, ., = ¢y, since Xv is highly ramified.

We get the desired formula by replacing x by le " with the note that xcycw, ~l = (-)p is an
even character. ]

We are now ready to prove a functional equation of p-adic L-functions attached to automorphic
representations.
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Theorem 5.3.5. The sign €., gw—1 of Ty is independent of the cohomological weight A € X (7). For any
A € X(7), any continuous character f : Galeye — L™ and any finite order character x : Galpee — L,
we have

LM x - ) = Ergur - (ewwp 2 ) (=) (M)A 2L, (A w2 (- /(). (5.23)

Proof. We prove the assertion about the functional equation. We can assume that A\ is cohomological
having very non-critical slope since such weights are Zariski dense in X' (7). Fix x and regard both sides of
(5.23) as functions of f. Since the distributions £, (A, x-) and £,(A, w™?x ¥ x ") in D(Galeyc, L) have

growth at most Y eyhz, < HllIl (kxo —1), by [Vis, Theorem 2.3, Lemma 2.10] it suffices to check (5.23
vES)y

for f is of the form x'(-)7~!, where r is a critical integer for (kx,wy) and x’ is a finite order character of
Galcyc. This is exactly formula applied to xx’, except that &,g,-1 is replaced by ., gu—1-

For the assertion about the sign, we follow the proof of [BDJ, Theorem 6.4]. The key ingredient is
the following function:

() 2L, xw w5

A S) = TR
es) X (=) L (A, X~ T Teop, ™2 ()27

which is well-defined, non—identically zero and meromorphic in the variables (A, s) € X(7) x Oc,. More-
over, by -7 (A, 8) = Exy@uw—1 € {£1} for any cohomological weight A € X (7) having very non-critical
slope such that (), s) is well-defined. The Zariski density of such weights deduces that £(), s) is constant
with value & € {1}, independent of x and A. O
Definition 5.3.6. The cyclotomic (resp. multi-variable) p-adic L-function attached to 7 is defined by
Ly(7,8) = Lp(7,w ™ twy™/2( Vo ), resp. Ly(\,s) = L,(\,w™ wp ~w/2. >;_1), where s € Oc,, A € X(7).

By (5.23), we have

P

Lp(7x,8) = Enguot (WS 2T1LL (70,2 — wy — 5) (5.24)

as analytic functions in s. By [BDJ, (6.5)], for z € Oc, and (kx, wx) € X*(7) such that (kx,wx(-)2*) €
X2 (7), one has

L,((kx,wx +22),8) = Ly((kx, wr), s + 2). (5.25)

Proposition 5.3.7 ([BDJ, Remark 4.11]). For any regular non-critical cohomological p-refinement 7
and any finite order character x : Galpeo — L™, one has

L,(T @ x,") = Lp(7, x) in D(Galeye, L).

Proof. We will prove for the family of weights in X (7). By analyticity it suffices to prove for cohomological
weights A € X(7) such that 7, has very non-critical slope since such weights are very Zariski dense in
X (7). So we can assume that 7 has such property.

Since the infinity part of 7 is a discrete series, and since the discrete series are invariant under twisting
by the sign character, it follows that # ® x has the same cohomological weight as 7 for any finite order
character x of Gal,o,. Moreover, T, ® X, has the same slope as 7, for any v € S, since x,(w,) is a p-adic
unit. By [Vis, Theorem 2.3, Lemma 2.10] it suffices to check

Ly(m@x X ()57 = Lo ()

for any r € Z critical for the weight of 7 and any finite order character x’ of Galey.. By [BDJ, Theorem
4.2], we have

Lp(m&x, X ()57 = Lp(T @ x, X' T Xige)
NT 5(i0) - (X'wp ) (= 1)

F/Q r 1 ey —r
QXOO L( ®X®X/W1 7"_5) | I E(WU®XU7X1) Wpv 7T)
&% vESy
_ Nijg(@) - (e, ") () 1
F/Q 0 / 1—r I I ~ /1=
Q{(OOXOC L(7T ® XX (U T = 5) E(ﬂ-’ua XUX'uwp,v ’T)

vESy
= Lp(F XX wp "Xeye ) = Lo(@ XX (0571,
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1—r
p,v

nition of E-factors and the equality Q% =X f(wa)Q;:“’X:” followed from [BDJ, Proposition 1.15]. O

where we used the equality E(ﬂ'v/_é)j(v, Xowp o' s 1) = E(Toy, XoXyw r) which is obvious from the defi-

Corollary 5.3.8. For any A € X(7), one has

—_~—

Ly(n,s) = Ly(ms @ty " /2()370). (5.26)

Proof. Tt is obvious from the above proposition and the definition of cyclotomic p-adic L-functions. [

Remark 5.3.9. If w, = w?| - [ where w is any Hecke character (not only characters of Gal,s,), we take
the right hand side of (5.26) for the definition of the cyclotomic p-adic L-functions L, (7, s).



Chapter 6

The trivial zero conjecture at the
central critical point

We keep the hypotheses in Chapter

Denote by E C S, the set of places v at which the local interpolation E-factor of L,(7,s) vanishes
at the central point Q_TW By Corollary and [BD.J, Corollary 6.2], E consists of places v € St,, such
that v,w, ! is unramified and e (7rv Quw, ) 5, wv) = —1. Our main goal is to prove the following result:

Theorem 6.0.1 (Trivial zero conjecture at the central critical point). Suppose 7 satisfies (5.14). The
p-adic L-function Ly(7,s) has order of vanishing at least e = |E| at %TW and

(e)(~ 2—w -1 1=-w
Lp (ﬂ-’ 2 ) — ﬁ(ﬂg\u—;l)w(Wa)L(W@)w 17 2 ) . 2|{vEStp \E,V,,,wglisunramiﬁed}\x
el w/2 /. woowW/oi
NF/Q(ZD) 2

c —1+0v

vy Wy

x I1 (1_(%V:/2)>2 II o @) rlw, v,

VyWy ) (o,
VES,, Ty Quwy ! is unramified v )( v vESp,cva;1 >0

where L(m @ w™1) is the Fontaine-Mazur L-invariant (see [BDJ, Definition 5.5]).
This is a generalization of [BDJ, Theorem 7.1]. By Corollary and [BDJ, Proposition 1.15], we

can assume that w is trivial. From now on we suppose that w = 1.

Lemma 6.0.2 ([BDJ|, Lemma 7.2]). Let S = S,\{v} for some v € St,, such that 7, is an unramified twist
of the Steinberg representation. After possibly shrinking X (7), for any cohomological A € Xs N X (7), the
local representation my ., is also an unramified twist of the Steinberg representation.

Given u € 40¢, and z = (z,)vep € (2pO¢,)F. For any subset S C E we let 25 = (2,)ves and define
)‘g,u = (k)\,W)\) S Xan(ﬁ') by

ko , for o € ESP\Ea
wx=w—uand kno =1 ks, +u ,foraEZE\S,
ko +x, , for o€ Xg.
Letting Ly (z,u) = ()3 L,(AZ,., 25%), (5.24) and (5.25) imply that
L,(xz,—u) =€ - Ly(z,u), with & = (—1)%;.
Then we write L, (z,u) = > A;(x)u’, where A;(z) is analytic in (z,),er and the sum runs over i even
i>0
(resp. odd) if € =1 (resp. £ = —1). By (5.25), we have
Lp(ﬁv s) = <n>1(723+W72)/4Lp((0)v6Ea 2 —w—2s).

Since AJ ,, € X*(7) N Xsu(s,\m)> we let

2—w
Le(zs,u) = (0“4 Lg 5,5 (Aju, 1, T) (6.1)

80
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where Lg(s,\g) is the improved p-adic L-function (see [BD.J, §4.3]).
By [BDJ| we know that Ly(z,u) = Lg(z,u) and by [BD.J, Theorem 4.13(i)], for any S C E we have

Ly((zs, (Woems)su) = Ls(zs,u) [ (1=t O ) (@0)a; ™), (6.2)
vEE\S

where v, (A7 ) is the refinement at v of the weight A7 ,.
Writing the power series expansion

Ai(z) = Z a;(n)z", where z" = H xpv with n = (ny)vep-
nezt, veEE

For a multi-index n = (ny)yep we denote |n| = > n, and ||n| = [{v € E|n, # 0}].
veR

Proposition 6.0.3 ([BDJ|, Proposition 7.5]). i) If |n|| < e — i, then a;(n) = 0.

it) For any i < e, we have Y, a;(n)=0.

In|=e—i
The following result generalizes [BDJ, Lemma 7.7].

Lemma 6.0.4. Keeping the hypotheses and notations of Theorem except that w is trivial (then
wr =|-|W%), the analytic function L,((w)ver,w) vanishes at u =0 to order at least e and

—2)¢ d° L(m, 5% _
Q ’ TLP((U)1JEE7U)|u=O = L(ﬁ') : —571' 2 )W/2 . 2|{v€Stp \E,cu, =0} X
el u°® W/2 3\ Wp oo
NF?Q(ZD)Qﬁ

wey, +y

S | S (T L § (e e SR TR

vESp,cu, >0

vESy,m, is unramified

Proof. Since )\?0) o = (k,w), by l} for any v € E we have

Vv()‘?o),o)(wv) = qu_W/Q-

Combining with (6.2]), we get

Vv()\?o),o)(wv) B Vv(Aa),u)(wv) - VU(A?O),O)(WU)
Q‘mwmmﬂ‘mwn( ot )

(), (w),u

Lp((w)ver,u) = Lo (u) H

veE veE

Since each interpolation factor indexed by a place v € E vanishes at u = 0, we deduce that the order
of vanishing of L, ((u)yeg,u) at u = 0 is at least e. Differentiating e times at v = 0, we imply from (6.1)
that

d° ) 9w
%Lp((u)UEEa U)|u=0 = B!LSP\E (7'(’ ]]_, T) X
1 d
- % 1 . N
X 1J€1_[E,Vv(k7w)(wv) dqu((k,W) +u(Doens, (0)oess o0 —1)) (@)

By [BDJ, Prop. 5.2, Def. 5.3], we obtain

d°¢ e 2—w

= Lp(Woep w0 = £(7~r)(_2!)eL5p\E (fr, 1, T) (6.3)

By [BDJ|, Theorem 4.13(ii)] and the definition of E-factors in Theorem we have

- 2—-w L(m, 1o H W, —cpy =84 /2
LSP\E (777 ]la 2 ) = /5 2 UJ)W/2 q’U 2 Y Vy (wv)éu q’U v / T(Vvv wv) X
NVIZ,/Q(Z'O)QT}P’OO vESp,cu, >0

—w/2 —w/2

x 1 (-2 11 (-ae)

vESy,m, is unramified veESp\E,v, is unramified
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Consider v € Sp\E such that v, is unramified. If v € St, \E, then E(m,, 1_Tw,wu) =1. By 1' we

deduce that v,(w,) = —¢u» Y2 Ity e Sp\ Stp, then 7, is a principal series, hence m, is an unramified

principal series since v, and w,, are unramified. Therefore,

9 L ’1*7“’ _ Wy, +oy
Ls,,\E(frJL, W)Z (r. ) - gH{vesty \Bicy, =03 H @ 2 ()7 (v, ) X

/2
2 Ny g ()27 VESp ey, >0

I
—w/2

X I1 (1— v )2. (6.4)

Vy\TO
vESy,m, is unramified U( v)

We get the desired formula of eth Taylor coefficient from (6.3)) and (6.4). O

Proof of Theorem [6.0.1]

Recall that we have assumed w = 1. Since L,(7,s) = (n)l(,28+w_2)/4Lp((O)veE, 2 —w — 2s), we have
m) /e m m 1 m—k dk
£l age = (1) (Glomtnn) ™ (2 SO il

The expansion Ly, (z,u) = > A;(z)u’ yields %LP((O)UGE,’M”“:O = KklAL((0)yer) = klar((0)v € E). By
i>0

Proposition these derivatives vanish for any k < e, so the order of vanishing of L,(7,s) at s = %TW

is at least e and

L) (7, 5)] 2w = (—2)f

P ‘%LP«O)%E’“)M:O = (=2)%!A4.((0)ver) = (—2)%lac((0)ver)-

Differentiating the power series expansion of L,((u)ycg, u), we get

A (@em Whmo = 1S S ai(n).

du¢
=0 |n|:e—i

By Proposition [6.0.3] we obtain
d° |
duc Lp((u)v€E7“)|u:0 = elac((0)ver).

Therefore,

- d*
L (7 8)|m2ge = (=2)° Ly ((wuep, 1) u=o.

Theorem [6.0.1] then follows from Lemma [6.0.4]
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